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Preface

The Second International Conference on Computer Science & Engineering (CSEN 2015) was held in Dubai, UAE, during August 28~29, 2015. The International Conference on Artificial Intelligence and Soft Computing (AISO 2015), The International Conference on Networks, Communications, Wireless and Mobile Computing (NCWC 2015) and The International Conference on Signal and Pattern Recognition (SIPR 2015) were collocated with the CSEN 2015. The conferences attracted many local and international delegates, presenting a balanced mixture of intellect from the East and from the West.

The goal of this conference series is to bring together researchers and practitioners from academia and industry to focus on understanding computer science and information technology and to establish new collaborations in these areas. Authors are invited to contribute to the conference by submitting articles that illustrate research results, projects, survey work and industrial experiences describing significant advances in all areas of computer science and information technology.

The CSEN-2015, AISO-2015, NCWC-2015, SIPR-2015 Committees rigorously invited submissions for many months from researchers, scientists, engineers, students and practitioners related to the relevant themes and tracks of the workshop. This effort guaranteed submissions from an unparalleled number of internationally recognized top-level researchers. All the submissions underwent a strenuous peer review process which comprised expert reviewers. These reviewers were selected from a talented pool of Technical Committee members and external reviewers on the basis of their expertise. The papers were then reviewed based on their contributions, technical content, originality and clarity. The entire process, which includes the submission, review and acceptance processes, was done electronically. All these efforts undertaken by the Organizing and Technical Committees led to an exciting, rich and a high quality technical conference program, which featured high-impact presentations for all attendees to enjoy, appreciate and expand their expertise in the latest developments in computer network and communications research.

In closing, CSEN-2015, AISO-2015, NCWC-2015, SIPR-2015 brought together researchers, scientists, engineers, students and practitioners to exchange and share their experiences, new ideas and research results in all aspects of the main workshop themes and tracks, and to discuss the practical challenges encountered and the solutions adopted. The book is organized as a collection of papers from the CSEN-2015, AISO-2015, NCWC-2015, SIPR-2015.

We would like to thank the General and Program Chairs, organization staff, the members of the Technical Program Committees and external reviewers for their excellent and tireless work. We sincerely wish that all attendees benefited scientifically from the conference and wish them every success in their research. It is the humble wish of the conference organizers that the professional dialogue among the researchers, scientists, engineers, students and educators continues beyond the event and that the friendships and collaborations forged will linger and prosper for many years to come.

David C. Wyld
Jan Zizka
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ABSTRACT

This paper studies a new, quantitative approach using fractal geometry to analyse basic tenets of good programming style. Experiments on C source of the GNU/Linux Core Utilities, a collection of 114 programs or approximately 70,000 lines of code, show systematic changes in style are correlated with statistically significant changes in fractal dimension (P≤0.0009). The data further show positive but weak correlation between lines of code and fractal dimension (r=0.0878). These results suggest the fractal dimension is a reliable metric of changes that affect good style, the knowledge of which may be useful for maintaining a code base.
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1. INTRODUCTION

Good programming style is a way of writing source code. Although different style guides have different conventions, a survey of contemporary texts [1] [2] [3] [4] finds general agreement on three basic rules: use proper indentation, include documentation, and choose meaningful or mnemonic names. While style guides stress the importance of good style, especially for maintenance purposes, “good” is a value word and “style” connotes, among other things, form and taste. In other words, we propose source has potential elegance as a work of art like a painting or photograph and indeed, any given programming style, including an indecorous one, may be readily accessible without an in-depth understanding of how the code works or even what it does. In this view, source has aesthetic or sensori-emotional qualities.

We are not suggesting aesthetic appeal in code should be an overarching goal of software, only that it plays a role in crafting and maintaining code as a best practice. Yet aesthetics present challenges. According to a modernist, Kantian view [5], aesthetics in general and notions of beauty and matters of taste in particular are thought to be subjective, relative, and presumably beyond the pale of automation. However, software engineers have sidestepped these dilemmas, asking not what is beauty in source but rather what is knowable about such beauty (e.g., good programming style), which can be incorporated in programs like the GNU/Linux command, indent [6], which beautifies C source by refactoring indentation, comments, and spacing. Tools like indent are a staple of modern software engineering. Unfortunately, these tools do not quantify the value of their beautifying regimes, as a consequence developers have had to resort to...
anecdotal arguments rather than metrics to reason about aesthetic outcomes, and no research effort heretofore has investigated the problem or its opportunities.

In this paper, we study a new, quantitative way to analyse basic tenets good programming style using fractal geometry [7]. Fractals are often associated with beauty in nature and human designs [8]. Furthermore since fractals are self-similar and scale-invariant, we hypothesized a fractal approach might be inherently robust for handling distributions of source sizes.

Experiments with the C source code of the GNU/Linux Core Utilities [9], 114 commands of the Linux shell or about 70,000 lines of code (LOC), show systematic changes in programming style are correlated with statistically significant changes ($P \leq 0.0002$) in fractal dimension [10]. The data further show that while the baseline sizes of C source files vary widely, there is a positive but weak correlation with fractal dimension ($r=0.0878$). These data suggest the fractal dimension is a reliable metric of changes in source that affect good style, the knowledge of which may be useful for maintaining a code base.

2. RELATED WORK

Aesthetic value in source is not the same as readability [11] [12], although the two are related. The latter is more about comprehending code whereas the former, appreciating it, l’art pour l’art. Beauty in source is also not the same as functional complexity [13]. Complexity relates to design and efficiency in algorithms and data structures, which may have appeal in a conceptual, though not necessarily a visual sense, although here again there is overlap. Beautiful Code [14] explores just this sort of conceptual aesthetic, not only in source but also in debugging and testing which are not subjects we consider. Gabriel [15] argues against clarity and conceptual beauty as primary goals of software in favour of what the author calls “habitability.” Yet comfort with the code is independent of style since programmers might forgo style best practices as long as they can live with it, whereas our starting point is good style. The fractal dimension has been applied to a wide range of disciplines, though not software development [16]. Our code depends on Fractop [17], a Java library originally developed to categorize neural tissue. We have reused this library to analyze source code. Some researchers have employed the fractal dimension to study paintings of artists [18]; others working in a similar vein have used the fractal dimension to authenticate Jackson Pollack’s “action paintings” [19] [20]. Still others have used the fractal dimension to examine aesthetic appeal in artificially intelligent path finding in videogames [21] [22] [23]. An investigation of Scala repositories on GitHub.com found sources are organized according to power-law distributions [24] [25] but that effort did not consider style. Kokol, et al, [26] [27] [28] reported evidence of fractal structure and long-range correlations in source; however, they were investigating not style but fine details, character, operator, and string patterns in a small sample of randomly generated Pascal programs. We study style in a moderate size sample of highly functional C programs.

3. METHODS

We use a multi-phase operation to process a single source file: 1) beautify or de-beautify the source style, if necessary; convert the result to an in-memory representation called an artefact; 3) calculate the fractal dimension of the artefact.
To beautify the source in phase 1, we use a combination of the GNU/Linux `indent` command and a kit we developed called `Mango` [29] (see below). The `indent` manual page [6] gives input options for beautifying the source according to four distinct C styles: GNU, K&R (Kernighan and Ritchie), Berkeley, and Linux (kernel). They affect indentation, spacing, and comments and differences can be found in the manual page. The command, `indent`, does not, however, change mnemonics.

Mango is a kit written in Scala, C, and to drive the experiments, Korn shell scripts. During the first phase of processing, Mango mostly does the reverse of `indent`: it “mangles” or de-beautifies C source and outputs new source as we discuss below.

### 3.1. Base lining measurements

To get baseline measurements of the source, Mango skips phase 1 and sends the unmodified source directly to phases 2 and 3 to generate the artefact and calculate the fractal dimension, respectively.

### 3.2. De-beautifying source

When de-beautifying source in phase 1, Mango does one of the following: remove indentation, randomize indentation, remove comments, or make the names of variables, functions, macros, and labels less mnemonic. To remove indentation, Mango trims each line of spaces. To randomize the indentation, Mango inserts a random number of spaces to the beginning of the line. To remove comments, Mango strips the file of both block (`/* ... */`) and line (`//`) comments. Finally, to make names less mnemonic, Mango shortens them according to the algorithm below.

### 3.3. Non-mnemonic algorithm

The algorithm to shorten names requires two passes over the source. During the first pass Mango filters key words, compiler directives, library references, names with less than a minimum length (`l=3`), and names appearing less than a minimum frequency (`n=3`). For names that get through these filters, Mango calculates new, non-mnemonic names as follows. If a name has at least one under bar (“_”), Mango splits the name along the under bar and recombines the first letter of each subsequent sub-name with the whole first sub-name followed by an under bar. If a name is uppercase name, Mango uses every other letter to reform the name, effectively, cutting the name in half. If a name is neither of these, it shortens the name by half. Mango puts the old name and the new name in a database for lookup and substitution back into the source during the second pass. The table below gives some examples of how the algorithm works.

<table>
<thead>
<tr>
<th>Old name</th>
<th>New name</th>
</tr>
</thead>
<tbody>
<tr>
<td><code>i</code></td>
<td><code>i</code></td>
</tr>
<tr>
<td><code>T_FATE_INIT</code></td>
<td><code>T_FI</code></td>
</tr>
<tr>
<td><code>NOUPDATE</code></td>
<td><code>NUDT</code></td>
</tr>
<tr>
<td><code>linkname</code></td>
<td><code>link</code></td>
</tr>
</tbody>
</table>
3.4. Mnemonic algorithm

Mango also has a beautify mode of phase 1 to make names more mnemonic. Mango does not, of course, know the intention of programmers or semantics of names. However, it can simulate these by lengthening names. The algorithm to lengthen names is similar to the one to shorten them. During the first pass Mango collects appropriately filtered candidate names of a maximum length \((l=3)\) and with a minimum frequency \((n=3)\). Mango makes these names a maximum of length of four by repeating the letters in the name or adding an under bar after the name. The table below gives some examples of how the algorithm works.

<table>
<thead>
<tr>
<th>Old name</th>
<th>New name</th>
</tr>
</thead>
<tbody>
<tr>
<td>loop</td>
<td>loop</td>
</tr>
<tr>
<td>foo</td>
<td>foo_</td>
</tr>
<tr>
<td>go</td>
<td>gogo</td>
</tr>
<tr>
<td>i</td>
<td>iii</td>
</tr>
</tbody>
</table>

3.5. Artefact generation

Phase 2 of Mango converts an input source file into an artefact, which has one of two types of encodings: *literal* and *block*.

With literal encoding, the flat text of the source is written to a buffered image using a graphics context. The text is Courier New, ten-point, plain style, and black foreground over a white background with ten-point line height. In this case, the artefact looks identical to the flat text except it’s in bitmap form.

With block encoding, each character in the input is written to the graphics context as “blocks” or 8×10 (pixels) black filled rectangles over a white background with two pixels between each rectangle. Spaces are 10×10 pixels. A block artifact resembles the source but in digital outline. Block encoding has two advantages. It makes the artefact more robust, more independent of language. Similarly, it makes the mnemonic and non-mnemonic algorithms more robust. In fact, for these algorithms with block encoding, only the length of the name is relevant, not the name itself.

The figure below is an example of a simple C program.

```c
#include <stdio.h>
int main(int argc, char** argv) {
    printf("Hello, world!");
    return 0;
}
```

**Figure 1.** Simple C file which is identical to its literal artefact encoding except in bitmap form

A literal artifact looks identical to the figure above except it is a bitmap.

The figure below shows the same C program as a block artifact.
As the reader can see from the figure above, all the language details have been “blocked”. Only the digital outline persists.

3.6. Fractal dimension calculation

The third and final phase of Mango measures the fractal dimension of the artefact. Mandelbrot [9] described fractals as geometric objects, which are no-where differentiable, that is, textured, and self-similar at different scales. We use the geometric interpretation based on reticular cell counting or the box counting dimension. We choose this method for two reasons. Firstly, the box counting dimension is conceptually and computationally straightforward. Secondly, Fractop [x] provides a tested, high quality implementation.

Mandelbrot also said fractal objects have fractional dimension, $D$, namely, a non-whole number called the fractional dimension. Mathematically, $D$ is given by the Hausdorff dimension [15]:

$$D(S) = \lim_{\varepsilon \to \infty} \frac{\log N_{\varepsilon}}{\log \frac{1}{\varepsilon}}$$

where $S$ represents a set of points on a surface (e.g., coastlines, brush strokes, source lines of code, etc.), $\varepsilon$ is the size of the measuring tool or ruler and $N_{\varepsilon}(S)$ is the number of self-similar objects or subcomponents covered by the measuring tool. For fractal objects, $\log N_{\varepsilon}(S)$ will be greater than $\log (1/\varepsilon)$ by a fractional amount. If the tool is a uniform grid of square cells, then a straight line passes through twice as many cells if the cell length is reduced by a factor of two. A fractal object passes through more than twice as many cells.

The artefact is $S$ from Equation 1. Mango uses the Fractop default grid sizes of 2, 3, 4, 6, 8, 12, 16, 32, 64, and 128 measured in pixels for $\varepsilon$. For any given input artefact, Mango returns $D$, which is the slope of the line of the log proportion of cells intersected by the surface increases as log cell size decreases.

4. EXPERIMENT DESIGN

The GNU/Linux Core Utilities version 8.10 [8] comprise 114 dot C source files. First, we generated descriptive statistics for this test bed for number of files and LOC.

We then ran three experiments as follows

1. Established baseline $D$ using the original, unmodified C files with literal and block artefact encodings.
2. Treat the source with de-beautifying regimes using Mango to i) remove indentation, ii) randomize indentation by 0-20 spaces, iii) randomize indentation by 0-40 spaces, iv) make names non-mnemonic, and v) remove comments.

3. Treat the source with beautifying regimes using Mango to i) make names more and using GNU/Linux indent to refactor the source with ii) GNU, iii) K&R, iv) Berkeley, and v) Linux style settings.

We observed the frequency and direction in which $D$ changes relative to the baseline. We computed the percentage change and the one-tailed $P$-value using the Binomial test [30]. We also measured the rank correlation coefficient, Spearman’s rho [30], between the baseline $D$ and lines of code over all source files.

5. RESULTS

The table below gives the test bed summary statistics. The range of LOC is fairly wide, from files with just two lines to several thousand lines.

Table 3. Test bed summary statistics

<table>
<thead>
<tr>
<th>Files</th>
<th>114</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total LOC</td>
<td>69,722</td>
</tr>
<tr>
<td>Median LOC</td>
<td>356</td>
</tr>
<tr>
<td>Maximum LOC</td>
<td>4,733</td>
</tr>
<tr>
<td>Minimum LOC</td>
<td>2</td>
</tr>
</tbody>
</table>

The table below gives the baseline fractal dimension values for literal and block encodings.

Table 4. Baseline analysis

<table>
<thead>
<tr>
<th></th>
<th>Literal</th>
<th>Block</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median $D$</td>
<td>1.4592</td>
<td>1.6500</td>
</tr>
<tr>
<td>Maximum $D$</td>
<td>1.5448</td>
<td>1.7176</td>
</tr>
<tr>
<td>Minimum $D$</td>
<td>0.9836</td>
<td>1.4011</td>
</tr>
<tr>
<td>$r$ (LOC v. $D$)</td>
<td>0.0878</td>
<td>0.0878</td>
</tr>
</tbody>
</table>

5.1 De-beautifying treatments

The tables below give the direction and the frequency of changes $D$ decreases in relation to the baseline. As the reader can see the fractal dimension decreases in each case with a small difference between literal and block encoded artefacts. Removing indents is statistically significant, however, as a contrarian indicator. In other words, rather than decreasing $D$, it increases it in relation to the baseline. We explore this matter further below.
5.2 Beautifying treatments

The tables below give the direction and the frequency of changes $D$ decreases in relation to the baseline.

Table 5. Changes in $D$ in relation to the baseline with literal encoding

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Dir.</th>
<th>Freq.</th>
<th>Rate</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random indents 0-20</td>
<td>down</td>
<td>112</td>
<td>98%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Random indents 0-40</td>
<td>down</td>
<td>109</td>
<td>96%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Remove indents</td>
<td>up</td>
<td>107</td>
<td>94%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Remove comments</td>
<td>down</td>
<td>82</td>
<td>72%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Non-mnemonic</td>
<td>down</td>
<td>104</td>
<td>91%</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

Table 6. Changes in $D$ in relation to the baseline with block encoding

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Dir.</th>
<th>Freq.</th>
<th>Rate</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random indents 0-20</td>
<td>down</td>
<td>113</td>
<td>99%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Random indents 0-40</td>
<td>down</td>
<td>113</td>
<td>99%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Remove indents</td>
<td>up</td>
<td>107</td>
<td>94%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Remove comments</td>
<td>down</td>
<td>112</td>
<td>98%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Non-mnemonic</td>
<td>down</td>
<td>106</td>
<td>93%</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

Table 7. Changes in $D$ in relation to the baseline with literal encoding

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Dir.</th>
<th>Freq.</th>
<th>Rate</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNU style</td>
<td>up</td>
<td>100</td>
<td>88%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>K&amp;R style</td>
<td>up</td>
<td>105</td>
<td>92%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Berkeley style</td>
<td>up</td>
<td>74</td>
<td>65%</td>
<td>0.0009</td>
</tr>
<tr>
<td>Linux style</td>
<td>up</td>
<td>106</td>
<td>93%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Mnemonic</td>
<td>up</td>
<td>97</td>
<td>85%</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

Table 8. Changes in $D$ in relation to the baseline with block encoding

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Dir.</th>
<th>Freq.</th>
<th>Rate</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>GNU style</td>
<td>up</td>
<td>112</td>
<td>98%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>K&amp;R style</td>
<td>up</td>
<td>104</td>
<td>91%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Berkeley style</td>
<td>up</td>
<td>78</td>
<td>68%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Linux style</td>
<td>up</td>
<td>105</td>
<td>92%</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Mnemonic</td>
<td>up</td>
<td>99</td>
<td>87%</td>
<td>&lt;0.0001</td>
</tr>
</tbody>
</table>

5.3 No indentation as contrarian indicator

The experimental results in section 5.1, “De-beautifying treatments,” removed indentation on all the source lines and we found $D$ increased. We hypothesized that if removing indentation were a contrary indicator, we expect $D$ to rise from the baseline (0% rate) to complete indentation removal (100% rate). The null hypothesis is no change in $D$ is affected by the removal rate. To test the null hypothesis, namely, no change in $D$ with change in removal rate, we examined several files and found we could reject the null, at least on a subset of typical size files. For instance, mktemp.c has 358 LOC, which is very close to the median size file. We removed the
indentation on randomly selected lines at 75%, 50%, and 25% rates and measured $D$ in ten trials using literal encoding. The data for mktemp.c is in the table below is typical for other programs we examined.

Table 9 $D$ for different random remove rates over ten trials for mktemp.c

<table>
<thead>
<tr>
<th>Trial</th>
<th>25%</th>
<th>50%</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.468205428</td>
<td>1.470438295</td>
<td>1.476648907</td>
</tr>
<tr>
<td>2</td>
<td>1.46463698</td>
<td>1.472219091</td>
<td>1.47721244</td>
</tr>
<tr>
<td>3</td>
<td>1.465692458</td>
<td>1.470056954</td>
<td>1.475848552</td>
</tr>
<tr>
<td>4</td>
<td>1.465102815</td>
<td>1.47256331</td>
<td>1.479550183</td>
</tr>
<tr>
<td>5</td>
<td>1.464691894</td>
<td>1.469024252</td>
<td>1.477846232</td>
</tr>
<tr>
<td>6</td>
<td>1.464413407</td>
<td>1.470376845</td>
<td>1.480434004</td>
</tr>
<tr>
<td>7</td>
<td>1.465313286</td>
<td>1.474732486</td>
<td>1.481568639</td>
</tr>
<tr>
<td>8</td>
<td>1.466252928</td>
<td>1.470800863</td>
<td>1.480060737</td>
</tr>
<tr>
<td>9</td>
<td>1.469609632</td>
<td>1.470203698</td>
<td>1.474179211</td>
</tr>
<tr>
<td>10</td>
<td>1.467231153</td>
<td>1.468487205</td>
<td>1.480865379</td>
</tr>
<tr>
<td>Median</td>
<td>1.465502872</td>
<td>1.47040757</td>
<td>1.478698207</td>
</tr>
</tbody>
</table>

The chart below shows the plot with the median values for 25%, 50%, and 75% removal rates, the baseline (0%), and complete removal (100%).

Figure 3 The rate of indentation removal rate vs. $D$ for mktemp.c where 0% is the baseline and 100% is removal of all indentation.

6. DISCUSSION

The first observation we make is generally $D_{\text{literal}} < D_{\text{block}}$. This makes sense since the block encoding covers more surface area, $S$, in the artefact than the literal encoding. Our preference is for block encoding because of its robustness we mentioned earlier. Nevertheless the pattern of
results is consistent between literal and block encoding. When we de-beautify the source, $D$ decreases; when we beautify the source, $D$ increases.

The exception, we noted, is the removal of all indentation. Yet Figure 1 suggests that removing indentation is a contrarian indicator of style. We believe the contrariness is a peculiar property of the fractal dimension. That is, keeping in mind that $D=2$ means there is no texture and we have a completely covered surface of a solid colour, the larger $D$ for removing indentation implies greater surface area. Thus, having all the text aligned on the left gives a more compact, and thus complete, surface.

All the beautifying treatments increase in $D$. The indent command programmed with Linux style is the most effective for raising $D$ and Berkeley style, the least effective.

What is most interesting is that since the GNU/Linux Core Utilities were presumably written with the GNU style guide, the GNU style-beautifying regime nonetheless increases $D$. If changes in $D$ are represent changes in style as the data suggests, then it appears there may be room yet for style improvements in the Core Utilities.

This observation offers insight into how to formulate a relative aesthetic value. Consider, for instance, the conflict between regimes that beautify code and increase $D$ and the contrarian effect of removing all indentation, which de-beautify the code but also increase $D$. One way to resolve this is to randomly sample the removal of indentation at different rates, measure $D$ for each rate as we did above, and test the slope of the line. If it is near zero, we assume there must be poor indentation. In fact, the slope might be the aesthetic value of the indentation. A similar process could be developed for documentation and mnemonics.

7. **CONCLUSIONS**

We have seen how systematic changes in the style of C programs affect the fractal dimension in a statistically significant manner. Future research may consider the nature of these changes, i.e., how much beauty was added or removed by a change in style as suggested in the discussion. Another useful avenue is confirming these results for programming languages other than C.
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ABSTRACT

Evolution in the communication systems has changed the paradigm of human life on this planet. The growing network facilities for the masses have converted this world to a village (or may be even smaller entity of human accommodation) in a sense that every part of the world is reachable for everyone in almost no time. But this fact is also not an exception for coins having two sides. With increasing use of communication networks the various threats to the privacy, integrity and confidentiality of the data sent over the network are also increasing, demanding the newer and newer security measures to be implied. The ancient techniques of coded messages are imitated in terms of new software environments under the domain of cryptography. The cryptosystems provide a means for the secured transmission of data over an unsecured channel by providing encoding and decoding functionalities. This paper proposes a new cryptosystem based on four levels of encryption. The system is suitable for communication within the trusted groups.
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1. INTRODUCTION

A cryptosystem refers to a suite of algorithms needed to implement a particular form of encryption and decryption. The encryption operations are the transformation functions with the set of all symbols which appear in data to be encrypted as their domain and the set of all corresponding encoded symbols as their codomain. The basic characteristic of any encryption operation for the faithful transmission of data is its reversibility. Any encryption operation that transforms input data into some encoded form must work as a bijective mapping, whose inverse exists and is also a bijective mapping. These criteria if not satisfied, the retrieval of the data from its encoded form back to its original form cannot be assured. Following figure represents the encryption operation \( f \) and its inverse \( f^{-1} \) (called decryption operation) as the bijective mappings from their corresponding domain and codomain.
In this paper the author proposes a new cryptosystem for the implementation in form of an application able to perform all the encryption and decryption tasks in an abstracted manner and thus keeping all of them transparent to only the valid user. The system operates on four levels of layers of the encryption making the complexity of cracking it extremely high. The four layers refer to the different set of operations, undergoes which the user data. The fragmentation and re-organization of the data is to be done as preprocessing before passing it to the encryption module. On the other side the decryption module works for the retrieval of encrypted data from the chunks that it receives and reorganizes it by sorting the randomly received chunks; after performing the four decryption operations on it which are inverses of the four encryption operations.

The encryption operations are:

1. Matrix transformation
2. Fractionification
3. Random no. addition
4. Change of radix

The decryption operations are:

1. Change of radix
2. Random no. removal
3. Re-integerization
4. Matrix re-transformation

The key generation operations are:

1. Random no. generation
2. Matrix generation using corresponding polynomial and checking for its inevitability
3. Radix generation using corresponding polynomial.
2. THE FUNCTIONAL DESIGN

2.1. Defining Tasks

To perform the operations in a systematic manner, the author defines the tasks to be performed on both the sides, the encryption and decryption as follows:

2.1.1. Encryption Tasks

1. Fragmentation of input data into chunks and indexing them.
2. Generation of the random key for each chunk and thus that of the key matrix and key radix.
3. Operating each chunk with encryption operations in the sequence in which they are listed above.
4. Augmentation of encrypted chunk with corresponding key which is a mere random integer.

2.1.2. Decryption Tasks

1. Receipt of the encrypted chunk and separation of key
2. Generation of the key matrix and key radix for received chunk.
3. Operating each chunk with decryption operations.
4. Reorganization of the chunks using the indices to retrieve data in its original form.

The selection/formation of polynomials required for the key generation are left on the implementation to keep this design flexible. The complexity of these polynomials will add to the complexity of whole of the system.

2.2. Task Accomplishment Scheme

The scheme for completing each of the above tasks is discussed in this section.

2.2.1. Fragmentation of input data into chunks and indexing:

The input data is fragmented in the chunks, each of size s bytes where s is the implementation-specific size defined for representation of an integer. The data structure to be used store these fragments is a linear list, each node of which contains a chunk and an index value representing the offset of that chunk from the beginning of the input data in terms of no. of chunks. Along with these two values, the chunk contains space for its key value, a random integer generated by the key generator. This fragmentation of the data enables the parallel functioning of every step to follow as discussed later in the paper.
2.2.2. Generation of the random key for each chunk and thus that of the key matrix and key radix:

A random number is to be generated (generation implementation specific) for each chunk and is then assigned as the key for that chunk. The selected polynomials are provided with this key to generate the key matrix and key radix for that chunk. The implementation must take care that the generated matrix will be an invertible (non singular) matrix. After completion of this step we are ready with required input values for the computation of the encrypted counterparts of each element in the input data.

2.2.3. Operating each chunk with encryption operations:

2.2.3.1. Matrix transformation:

The chunk formed along with the source file identifier (A random no. assigned to the source-file) and excluding the key is represented as a 3x1 matrix and is multiplied with the 3x3 matrix generated using the key (key matrix) to get the transformed matrix of order 3x1.

2.2.3.2. Fractionification:

The term Fractionification is defined as the conversion function which maps an integer to a fraction by dividing the integer by $R^d$ where $R$ is the radix of the number system under consideration and $d$ is no. of significant digits in the original integer and then adding to it the integer value $d$. Thus, for an integer $I$ in number system with radix $R$ having $d$ significant digits, fractionification $f$ is defined as,

$$f(I) = I \div (R^d) + d$$

2.2.3.3. Random no. addition:

The fractionified no is then added with some random number multiplied by 10 to preserve the value of $d$ (the no of significant digits in original no.). Thus, the integer $I$ when fractionified and added with random no. becomes $r(I)$ given by,

$$r(I) = f(I) + n \times 10$$

where, $n$ is the random number generated.

2.2.3.4. Change of radix:

Now that we have converted the integer $I$, representing $s$ bytes of input data, to a floating point equivalent $r(I)$, the radix of the number system is to be changed as the outermost encoding operation. It is defined as the combination of two simple radix conversion operations, one for the integer part of the input floating point no. and other for its fraction part, represented as an integer. The target radix selection is important task and is selected using a randomization polynomial (implementation specific) with the key of corresponding chunk as its parameter. To use radix greater than 10, the corresponding symbols used are capital and small scripts of English alphabets and related numerical operations on them are to be defined.
2.2.4. Augmentation of encrypted chunk with corresponding key:

Once each element in the chunk except the key are encrypted, the chunk is augmented with the key, applied with fractionification and random no. addition, and thus is ready for the transmission.

2.2.5. Receipt of the encrypted chunk and separation of key:

The chunk when received on decryption end, it is to be stored in the buffer for unresolved chunks. From the key field the value of key is found and separated out and the corresponding key matrix and key radix are calculated exactly as explained above. The inverse of this matrix is calculated by adjoint method to get the decryption matrix.

2.2.6. Operating each chunk with decryption operations:

2.2.6.1. Change of radix:

Each element in the received chunk is operated on by the inverse change of radix with source radix as the one derived from the key and 10 as the target radix. Obviously, the integer and fraction part are treated individually treated as different integers, and then combined back.

2.2.6.2. Random no. removal:

Each element of the chunk is then operated upon by the inverse of the random no. addition to get the fractionified value using following function,

\[ f(I) = (r(I)\%10) \]

2.2.6.3. Re-integerization:

The term Re-integerization is defined as the inverse function of Fractionification which maps to an integer, its equivalent fractionified value, and is defined as,

\[ I = (f(I) \%1) \times 10^d \]

where,

\[ d = \lfloor (f(I) \%10) \rfloor \]

2.2.6.4. Matrix re-transformation:

The chunk received is in the form of 3×1 matrix. It is multiplied by the 3×3 decryption matrix determined for that chunk according to the simple matrix multiplication to get the original data chunk.

2.2.7. Reorganization of the chunks

Now that having done with the decryption operations on received chunks, they are to be reorganized in the sequence of that of the data contained by them in the original source file. This is achieved by sorting the randomly placed data chunks using the identifier and index fields as the key. To boost the efficiency of sorting, author proposes to form a Binary Search Tree for each identifier and then the chunks are to be added in it according to the index field values as the key. Once the no. of nodes in the tree approaches to the total count of chunks present in the index field
of identifier node, i.e. the root, the tree is traversed in In-order manner (left-root-right) and data field contents of each node are written into the destination file during traversal.

3. SECURITY FACTORS

The security and confidentiality of the data are the fundamental goals of any cryptosystem. In case of the proposed system, though all of such factors already have appeared in the discussion up till now, in this section we identify and enlist each of them for the getting the view of the security provided by the system as a whole.

1. Randomness of the key

2. Secrecy and complexity of the polynomials used for matrix and radix generation

3. Individual random key for each chunk: This removes the threat by many of the pattern analysis and known text attacks

4. Matrix Transformation: This transforms chunk into an integral unit whose meaning cannot be derived without accurate inverse of key matrix

5. Fractionification and Random no. addition: This covers the transformation and makes it too complex to analyze the resultant patterns and detect the transformation

6. Change of Radix: This changes the representation of the numbers and thus adding to the complexity of analysis of interrelations of elements in resultant values.

4. THE PARALLEL PROGRAMMING APPROACH

The important feature of proposed design of cryptosystem in this paper is the fragmentation of data and independency of the key for each fragment. This independence allows the parallel functioning of different modules in of cryptosystem. Each node follows the same path after the fragmentation is done. Thus after completion of Task 1 on encryption side, each chunk is proposed to be processed in parallel through the completion of encryption. Also on decryption side, the received nodes are proposed to get processed in parallel till their addition to corresponding BST. This will reduce the time complexity of the cryptosystem application by the factor of \( n^{-1} \) where, \( n \) is the no. of fragments.

Along with this first level of parallel programming, the efficiency can further be increased by incorporating the second level of the same. In the second level, within each fragment the different elements are proposed to be operated with all the encryption as well as decryption functions independently except the matrix transformation. This will bring the time complexity to Time complexity of matrix multiplication + \( 3^{-1} \) (time complexity of rest of the operations with sequential approach), Thus reducing it roughly by factor of 3-1.

The author further proposes the third level of parallel programming, involving the parallel implementation of the matrix multiplication itself to further boost the efficiency. Thus the parallel programming approach adds to the efficiency significantly.
5. **FLOWCHARTS**

4.1. Encryption Flowchart:

- Start
- Fragment and store data to indexed linear list
- Perform in parallel for each not of the list
- Form the key, key matrix and key radix for the chunk
- Encrypt the node data by matrix transformation
- Convert each entry to the number system with radix = ‘key radix’
- Fractionify each entry
- Add randomly generated integer to each fractionified entry
- Return encrypted chunk of data
- Stop
4.2. Decryption Flowchart:

- **Start**
- Receive encrypted chunk, spawn new thread and separate key
- Remove random number addition
- Re-integerize each entry and convert to decimal system
- **Is first row of decrypted matrix NULL?**
  - **Yes**
    - Insert 2\textsuperscript{nd} and 3\textsuperscript{rd} elements of decrypted array to data and index attributes resp. of new node of the BST
  - **No**
    - Create new BST
    - Retrieve data in sequence from BST by in-order traversal
- **Stop**
5. CONCLUSIONS

The cryptosystem proposed in the paper works on four different layers of the encryption. All the layers cover the possible attacks on its inner layer making the encryption extremely complex to crack. The security factors of the system protect it against the cracking attacks. The polynomials and random number generators are left to the implementation for making the system flexible. This incurs the variation of complexity of encryption depending on the implementation. The parallel approach of programming adds to the efficiency of application significantly, as discussed in the section II.
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ABSTRACT

The efficiency of an automatic number plate recognition system depends directly on the proper effective preprocessing of the number plate. The OCRs available for recognition are capable of reading the number plates which are in proper orientation of 00. In many situations the vehicle number plates captured may be in any different orientation like 900, 1800 and 2700. These orientations in number plates are due to declamping of number plate at one end or toppling of vehicle. Such differently oriented number plates cannot be subjected for reading by OCRs and such situations require the system to detect the direction of orientation and correct the same before subjecting the same for reading. This paper proposes a work to detect the orientation of segmented number plates from vehicle image using autocorrelation feature from gray level co-occurrence matrix. A good volume of training samples are generated synthetically to train the system and the system is tested using sufficient test samples. The results of system shows an overall efficiency of 65.61% and performs an essential preprocessing in an automatic number plate recognition system.
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1. INTRODUCTION

Vehicle Number Plate Recognition(VNPR) system is an image processing application, developed to track the information about vehicles through the number plates. This application is gaining popularity in security and traffic monitoring systems. The number plate recognition system is important for variety of applications like automatic traffic congestion charge system, access control, tracing of stolen vehicles and identification of vehicles for traffic rules violations. The VNPR system plays a major role in automatic monitoring of traffic rules and maintains law enforcement on public roads. A VNPR system goes through a series of preprocessing task for...
efficient automatic reading. The generic OCRs available are designed to read the text in 0° orientations and are not capable of reading text in other orientations. The number plates segmented from captured vehicle images may not be in correct orientation i.e number plate instead of being at 0° orientation, it may be in any one of the 90°, 180° and 270° orientations. The samples of segmented number plate in different orientation directions are shown in Figure1.

![Figure 1 (a) 0° Orientation (b) 90° Orientation (c) 180° Orientation (d) 270° Orientation](image)

The different directions of orientations in number plates are due to unclamped number plates at one end or it may be due to toppled vehicles. Since OCRs do not to read such number plate oriented in other directions, the automatic number plate recognition (ANPR) system demands requirement of a preprocessing stage to detect the orientation of number plate and correct the same before subjecting for reading by OCRs. This requirement has motivated us to explore a method to detect the direction of orientation of the plate in vehicle images.

The work presented in this paper focuses on implementation of orientation detection in vehicle number plate. The rest of the paper is organized as follows section 2 gives brief survey about related research work. Section 3 presents the model designed for detection of orientation in vehicle number plate. Section 4 discuss about the experimental results and a brief conclusion is provided in section 5.

## 2. Literature Survey

Many researchers have proposed good number of methods to detect tilt in the number plate of vehicles[1]. Tilt is the angular rotation noticed in the number plate. These methods are designed to detect the tilt which are less than 35°. These approaches are based on Principle Component Analysis [2], Fourier Transform[3], Hough Transform[4], Nearest neighbor connectors[5], Extreme points[6] and Moments[7,8]. But most approaches fail to detect the orientations of 90°, 180° and 270°. In literature sufficient quantum of works are reported on text skew detection in documents. The work in [9] proposed a modified approach of Hough transform for skew detection and correction of document images, the algorithm is computationally less efficient. The work in [10] proposed an integrated skew detection and correction using Fourier transform and DCT which is also computationally less efficient. Many different methodologies to detect skew in a given document page [11] were discussed. A traditional projection profile approach is proposed in [12]. In this approach features are extracted from each projection profile to determine the skew angle and it is quite cost effective. The improved nearest-neighbor based document skew detection method is proposed in [13] to estimate skew in documents respective to skew angle limitation. Another approach uses k-NN [14] clustering of the connected components. This approach has a relatively high accuracy but has a large computational cost, independent of the detection range. A skew detection method using the cross correlation between the text lines at a
fixed distance [15] is based on the fact that the correlation between vertical lines in an image is maximum for a skewed document, is presented. It is found that the proposed method is computationally expensive and gives lesser accuracy. A bottom up technique for skew estimation based on nearest neighbor clustering is proposed in [16]. In this method, nearest neighbors of all the connected components are determined. Since only one nearest neighbor connectivity is made for each component, connection with noisy sub parts of characters would reduce the accuracy of the method. The above reported techniques have some limitations and depends on the factors like, speed, suitable only for text of sufficient size. Few techniques provide accurate results but slow in processing and other few techniques are cost effective but efficient in speed and accuracy. Some works are reported in literature to recognize the number plates in vehicle using size features of number plates[17]. But these approaches fail in distinguishing between number plate in $0^\circ$ and $180^\circ$ as well as between $90^\circ$ and $270^\circ$ for rectangle shaped number plates. In addition, the methods cannot be extended for square shaped number plates.

To the best of our knowledge, we could find a couple of works on detection of orientation in document images [18] and [19]. These methods are suitable for large text document and not ideal for number plate which contain very little text or very few characters. Hence a more suitable method is required to detect orientation of number plates and the work presents an attempt made in this direction.

3. PROPOSED MODEL

Input to the system is assumed to be the segmented number plate from the vehicle image. The sequence of stages in the work is shown in Figure.2. The process begins with necessary preprocessing to enhance the input number plate image for better character segmentation and character recognition. The preprocessed input image is subjected to detect the direction of orientation using autocorrelation feature from gray level co occurrence matrix (GLCM). Once the direction of the orientation is detected, next the same is corrected by rotating the segmented number plate in the counter direction. The subsequent subsections discuss the process in detail.

![Figure 2. Stages in the Proposed Model](image-url)
3.1. Preprocessing

The input image is converted into a grayscale image for easy analysis as it consists of only two color channels. The preliminary preprocessing is carried out to remove noise using median filtering [20] from the input image. Median filter is a non-linear filter, which replaces the gray value of a pixel by the median of the gray values of its neighbours. A $3 \times 3$ mask is used to get eight neighbours of a pixel and their corresponding gray values. The gray value of the centre pixel of the mask is replaced by the median of the gray values of the pixels within the mask. This operation removes salt-and-pepper noise from the image. Figure 3 (a), (b) and (c) show the input, gray scale converted and filtered images respectively.

3.2. Orientation detection using Gray Level Co-variance Matrix (GLCM)

Texture is an important feature of an image. Texture plays an important role in many machine vision tasks such as surface inspection, scene classification, surface orientation and shape determination. Texture is characterized by the spatial distribution of gray levels in a neighbourhood. We can define texture as repeating patterns of local variations in image intensity which are to fine to be distinguished as separate objects at the observed resolution. Thus, a connected set of pixels satisfying a given gray-level property which occur repeatedly in an image region constitutes a textured region. To describe the texture of the region three approach are used in image processing these are statistical, structural and spectral. Statistical approaches specify the characterization of the textures by smooth, coarse, grainy, silky and so on. Since the texture is a spatial property, a simple one dimensional histogram is not useful in characterizing texture. In order to capture the spatial dependence of gray level values which contribute to the perception of texture, a two-dimensional dependence matrix known as gray level co occurrence matrix [21] is extensively used in texture analysis. Using a statistical approach such as co-occurrence matrix will help to provide valuable information about the relative position of the neighbouring pixels in an image. Another measure that has been used extensively in GLCM is the autocorrelation function [22] and this feature is mainly used for detection of orientation patterns in images.

3.2.1. Autocorrelation

The autocorrelation function [21] $P(K, L)$ for an image ‘I’ is given by equation (1)

$$P(K, L) = \frac{1}{(N-K)(N-L)} \sum_{i=1}^{(N-K)} \sum_{j=1}^{(N-1)} f(i,j)f(i+k, j+l)$$

$$0 \leq K, l \leq N - 1$$

(1)

For images comprising repetitive texture pattern the autocorrelation function exhibits periodic behavior with a period equal to the spacing between adjacent texture primitives. When the texture is coarse, the autocorrelation function drop off slowly, whereas for fine texture it drops off rapidly. The measure of periodicity of texture as well as a measure of the scale of the texture
primitives. The autocorrelation range values for different orientations are computed and tabulated from the training samples. The Table 1 represents the Autocorrelation value ranges obtained from training samples for different orientations with limited overlaps.

<table>
<thead>
<tr>
<th>Orientation</th>
<th>Autocorrelation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>&gt;50</td>
</tr>
<tr>
<td>90°</td>
<td>12 - 31</td>
</tr>
<tr>
<td>180°</td>
<td>45 - 50</td>
</tr>
<tr>
<td>270°</td>
<td>32 - 44</td>
</tr>
</tbody>
</table>

4. EXPERIMENTAL RESULTS

The experiments are conducted through testing 495 segmented vehicle number plate images obtained in different orientations. For each test sample the autocorrelation value is computed and the classification is made based on range values specified in Table 1. The Figures 4 (a), (b), (c), (d), (e), (f) and (g) shows few samples of oriented input images and corresponding corrected number plates.

![Figures 4](image)

The results of the experiments are tabulated in table 2. The result of overall efficiency of proposed method is 65.61% with 22.16% of wrong detections and 11.85% of rejections. The rejections are due to failures in autocorrelation threshold values. The wrong detections are due to overlapping of autocorrelation threshold values.
Table 2 Results of Detection Orientation in Vehicle Number Plate Image

<table>
<thead>
<tr>
<th>Orientation</th>
<th>No. of Samples</th>
<th>Correct Detections</th>
<th>Wrong Detections</th>
<th>Rejections</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>100</td>
<td>75 (75%)</td>
<td>17 (17%)</td>
<td>8 (8%)</td>
</tr>
<tr>
<td>90°</td>
<td>145</td>
<td>89 (61.38%)</td>
<td>36 (24.82%)</td>
<td>20 (13.79%)</td>
</tr>
<tr>
<td>180°</td>
<td>115</td>
<td>70 (60.87%)</td>
<td>30 (26.09%)</td>
<td>15 (13.04%)</td>
</tr>
<tr>
<td>270°</td>
<td>135</td>
<td>88 (65.18%)</td>
<td>28 (20.74%)</td>
<td>17 (12.59%)</td>
</tr>
<tr>
<td>Total</td>
<td>495</td>
<td>322 (65.61%)</td>
<td>111 (22.16%)</td>
<td>60 (11.85%)</td>
</tr>
</tbody>
</table>

5. CONCLUSION

The work presented in this paper detects oriented number plates in vehicles which is an essential preprocessing required for a Vehicle Number Plate Recognition system under certain situations. The direction of orientation is detected using autocorrelation features from GLCM. The overall efficiency of proposed method is 65.61%. Misclassification is more between (0° and 180°) and (90° and 270°) due to overlapping of autocorrelation threshold values and rejections are due to computed in autocorrelation values does not fit in threshold ranges. Since it is an initial attempt made in this direction the success rate is relatively less. However there is much scope to minimize the misclassification using multi features of GLCM with multilevel classification which is under investigation.
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ABSTRACT

Photocopy documents are very common in our normal life. In India, people are permitted to carry and produce photocopied documents frequently, to avoid damages or losing the original documents. But this provision is misused for temporary benefits by fabricating fake photocopied documents. When a photocopied document is produced, it may be required to check for its originality. An attempt is made in this direction to detect such fabricated photocopied documents. This paper proposes an unsupervised system to detect fabrication in photocopied documents. The work in this paper mainly focuses on detection of fabrication in photocopied documents in which some contents are manipulated by new contents above it using different ways. Testing is performed with a different set of collected testing samples resulted in an average detection rate of 70.14%.
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1. INTRODUCTION

Many authorities in India trust and consider the photocopied documents submitted by citizens as proof and accept the same as genuine. Few such applications like to open bank account, applying for gas connection, requesting for mobile sim card, the concerned authorities insist photocopy documents like voter id, driving license, ration card, pan card and passport as proof of address, age, photo id etc to be submitted along with the application form. Certain class of people could exploit the trust of such authorities, and indulge in forging/ tampering/ fabricating photocopy document for short / long term benefits unlawfully. Fabricated photocopy is generated normally by making required changes intelligently in the photocopy obtained from an original document and then taking the recursive photocopy [1] from the modified photocopy. It is learned that in majority cases, fabrications are made by replacing a different photograph in place of photograph of an authenticated person; replacing contents in variable regions [2] through cut-and-paste technique from one or more documents; overlaying new content above actual content; adding new content into existing content; removing some content from existing; changing content by
overwriting; intellectually changing character in contents. It is quite evident from the applications listed above, the fabrication could be mainly made in the variable regions of documents.

The fabricated photocopy documents are generated to gain some short term or long term benefits unlawfully. This poses a serious threat to the system and the economics of a nation. In general, such frauds are noticed in the application areas where photocopy documents are just enough. These types of systems trusting photocopied document raise an alarm to have an expert system [3] that efficiently supports in detecting a forged photocopy document. The need of such requirement to the society has motivated us to take up research through investigating different approaches to detect fabrication in photocopy document.

2. RELATED WORKS

In literature no significant effort is noticed towards research on fabricated photocopy documents except for the work of detection of fabrication in photocopy document using GLCM features [4]. In this work, attempt is made to detect fabrication of photocopy documents in which text in variable region is fabricated by putting new contents in many ways. Many research attempts are carried out on original documents instead on photocopied documents, like signature verification, detection of forged signature [5], handwriting forgery [6], printed data forgery [7], and finding authenticity of printed security documents [8]. Literature survey in this direction reveals that the above research attempts have been made in the following issues: Discriminating duplicate cheques from genuine ones [8] using Non-linear kernel function; Detecting counterfeit or manipulation of printed document [7] and this work is extended to classify laser and inkjet printouts; Recognition and verification of currency notes of different countries [9] using society of neural networks along with a small work addressing on forged currencies; Identification of forged handwriting [6] using wrinkles as a feature is attempted along with comparison of genuine handwriting. The domain of research is in its early stage and there is no standard data set available for experimentation. The fabricated samples are obtained through writing new contents over an actual contents, smeared whitener, cut and paste and adding new contents above it.

The organization of the paper is as follows. In Section 3, the proposed model is explained with the support of a block diagram along with a brief introduction. The experimental results and a qualitative comparative analysis on the state of the art techniques are discussed in Section 4. The work is concluded in Section 5.

3. PROPOSED MODEL

Figure 1 shows the flow sequence of stages in the fabrication detection process. The system takes the photocopy document as input. The photocopy documents are the one which are subjected for detection of fabrication in textual region. The input photocopy document is scanned at 300 dpi to obtain bitmap image. The image is preprocessed to minimize the noise using median filter. The next stage considers the image and segment variable regions from the document image for detection of fabrication in the segmented area [12]. The segmented part is used to detect fabrication in the variable region [4,10,13].

As the area/ region of fabrication in the document is relatively smaller, compared to entire document it is quite hard to take decision whether the document is fabricated or non-fabricated. Hence it is favorable to employ all the three methods to check for the fabrication [4,10,13]. The
content in the variable region is decided as fabricated when one or more of the approaches lead to the classification as fabricated class. The content in the variable region is decided as non fabricated when all the three approaches confirm the non fabrication. The rejection cases in the method are considered as conflict and suggested for manual verification.

It is quite clear from the Figure 1, estimation of recursive order number of the photocopy is an input to the validation stage [1]. When the detection stage indicates the photocopy is not fabricated and the recursive order number is 1 then it is confirmed that the photocopy is not fabricated and the photocopy is considered as genuine photocopy. When the detection stage indicates fabrication in photocopy and the recursive order number is 2 or above then it can be confirmed that the photocopy is fabricated. In such case, the photocopy submitted can be rejected. Remaining combinations are the conflict cases and forwarded for manual verification with the original document at a later point in time. The decision rule for validation is illustrated in Figure 2 in the form of decision tree.

Figure 1: Flow sequence of stages in Detection of Fabrication
The proposed model is tested through considering 134 numbers of samples consisting of fabricated and non-fabricated photocopy documents generated synthetically. The samples include DDs, certificates, birth / death certificates, cheques, attendance certificates, participation certificate and degree certificates obtained at different recursive orders. Samples are selected on which variable regions are underlined. Table (1) through (3) show results obtained at each stage.

Table 1 illustrates the results of 1st stage. This step shows correct segmentation efficiency as 82.83%. Table 1 indicates that 23 out of 134 samples are incorrect segmentation. The system is very much sensitive for improper segmentation. Every segmented region is forwarded to the detection of fabrication stage.

<table>
<thead>
<tr>
<th>No. of Samples</th>
<th>Correct Segmented</th>
<th>Incorrect Segmented</th>
<th>Segmentation Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>134</td>
<td>111</td>
<td>23</td>
<td>82.83%</td>
</tr>
</tbody>
</table>

Table 2 shows the results of the fabrication detection stage. The segmented regions of the previous stage are the input for this stage.
The validation stage attempts to confirm the decision of fabrication detection stage and re-tunes the misclassification through classifying them as to correct class or conflict class. The validation stage considers fabrication detection output and recursive order number of the photocopy as input for validation. The Table 3 shows the result of detection of fabrication after validation.

Table 3: Validation Result

<table>
<thead>
<tr>
<th>No. of samples</th>
<th>No. of correct classified</th>
<th>No. of Conflicts</th>
<th>Validation Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>134</td>
<td>94(70.14%)</td>
<td>40(29.86%)</td>
<td>70.14%</td>
</tr>
</tbody>
</table>

The system is very much sensitive for improper segmentation. Because of the incorrect segmentation in input a considerable amount of drop in efficiency is noticed in this stage.

5. CONCLUSION

A complete integrated system has been proposed in this paper to detect fabrication in photocopy documents. The system takes the photocopy document as input and goes through various stages for classification of photocopy document. An overall performance of the system is about 70.14%. The reduction of efficiency in the system is due to efficiency drop happening at each stage in the system. The domain of the problem is new and challenging to come out with more generic solution especially in the stage of segmentation of variable region in the document. Scope to explore more efficient models to investigate fabrication in variable region is still open for research. The main limitation in the system is failures in estimating lower order recursive order number. More accurate models are required to detect lower recursive order number. More perfection is required in segmentation of variable region from documents. The automatic detection model has certain limitations like failure in detecting fabrication in the minute change in first order photocopy document and removing or adding few leading or trailing characters. There is scope to improve the efficiency of detection of fabrication by strengthening the model through improving segmentation of variable region in photocopy document.
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ABSTRACT

In this work, the TREPAN algorithm is enhanced and extended for extracting decision trees from neural networks. We empirically evaluated the performance of the algorithm on a set of databases from real world events. This benchmark enhancement was achieved by adapting Single-test TREPAN and C4.5 decision tree induction algorithms to analyze the datasets. The models are then compared with X-TREPAN for comprehensibility and classification accuracy. Furthermore, we validate the experimentations by applying statistical methods. Finally, the modified algorithm is extended to work with multi-class regression problems and the ability to comprehend generalized feed forward networks is achieved.
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1. INTRODUCTION

Artificial neural networks are modeled based on the human brain architecture. They offer a means of efficiently modeling large and complex problems in which there are hundreds of independent variables that have many interactions. Neural networks generate their own implicit rules by learning from examples. Artificial neural networks have been applied to a variety of problem domains [1] such as medical diagnostics [2], games [3], robotics [4], speech generation [5] and speech recognition [6]. The generalization ability of neural networks has proved to be superior to other learning systems over a wide range of applications [7].

However despite their relative success, the further adoption of neural networks in some areas has been impeded due to their inability to explain, in a comprehensible form, how a decision has been arrived at. This lack of transparency in the neural network’s reasoning has been termed the Black Box problem. Andrews et al. [8] observed that ANNs must obtain the capability to explain their decision in a human-comprehensible form before they can gain widespread acceptance and to
enhance their overall utility as learning and generalization tools. This work intends to enhance TREPAN to be able to handle not only multi-class classification type but also multi-class regression type problems. And also to demonstrate that X-TREPAN can understand and analyze generalized feed forward networks (GFF). TREPAN is tested on different datasets and best settings for TREPAN algorithm are explored based on database type to generate heuristics for various problem domains. The best TREPAN model is then compared to the baseline C4.5 decision tree algorithm to test for accuracy.

Neural networks store their “Knowledge” in a series of real-valued weight matrices representing a combination of nonlinear transforms from an input space to an output space. Rule extraction attempts to translate this numerically stored knowledge into a symbolic form that can be readily comprehended. The ability to extract symbolic knowledge has many potential advantages: the knowledge obtained from the neural network can lead to new insights into patterns and dependencies within the data; from symbolic knowledge, it is easier to see which features of the data are the most important; and the explanation of a decision is essential for many applications, such as safety critical systems. Andrews et al. and Ticke et al. [9], [10] summarize several proposed approaches to rule extraction. Many of the earlier approaches required a specialized neural network architectures or training schemes. This limited their applicability; in particular they cannot be applied to in situ neural networks. The other approach is to view the extraction process as learning task. This approach does not examine the weight matrices directly but tries to approximate the neural network by learning its input-output mappings. Decision trees are a graphical representation of a decision process. The combination of symbolic information and graphical presentation make decision trees one of the most comprehensible representations of pattern recognition knowledge.

2. BACKGROUND AND LITERATURE REVIEW

2.1 Artificial Neural Network

Artificial neural networks as the name implies are modeled on the architecture of the human brain. They offer a means of efficiently modeling large and complex problems in which there may be hundreds of independent variables that have many interactions. Neural networks learn from examples by generating their own implicit rules. The generalization ability of neural networks has proved to be equal or superior to other learning systems over a wide range of applications.

2.2 Neural Network Architecture

A neural network consists of a large number of units called processing elements or nodes or neurons that are connected on a parallel scale. The network starts with an input layer, where each node corresponds to an independent variable. Input nodes are connected to a number of nodes in a hidden layer. There may be more than one hidden layer and an output layer. Each node in the hidden layer takes in a set of inputs (X1, X2, ..., Xm), multiplies them by a connection weight (W1, W2, ..., Wm), then applies a function, f(WTX) to them and then passes the output to the nodes of the next layer. The connection weights are the unknown parameters that are estimated by an iterative training method to indicate the connection’s strength and excitation. The calculation of the final outputs of the network proceeds layer by layer [11]. Each processing element of the hidden layer computes its output as a function of linear combination of inputs
from the previous layer plus a bias. This output is propagated as input to the next layer and so on until the final layer is reached. Figure 1 shows the model of a single neuron [12]

![Model of a Single Neuron](image)

The output of the neuron can be expressed as

\[ Y = f\left(\sum_{i=1}^{m} w_i x_i\right), \] or

\[ Y = f(W^T X) \]

In the above equations, \( W \) is the weight vector of the neural node, defined as

\[ W = [w_1, w_2, w_3, \ldots, w_m]^T \] and \( X \) is the input vector, defined as

\[ X = [x_1, x_2, x_3, \ldots, x_m]^T \]

Figure 2. Shows a typical neural network architecture representation.

![Neural Network Architecture](image)
These are different types of activation functions that can be applied at the node of the network. Two of the most commonly used neural network functions are the hyperbolic and logistic (or sigmoid) functions. They are sometimes referred to as “squashing” functions since they map the inputs into a bounded range. Table 1 shows a list of activation functions that are available for use in neural networks.

<table>
<thead>
<tr>
<th>Functions</th>
<th>Definition</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Identity</td>
<td>$x$</td>
<td>$(-\infty, +\infty)$</td>
</tr>
<tr>
<td>Logistic</td>
<td>$\frac{1}{1 - e^{-x}}$</td>
<td>$(0, +1)$</td>
</tr>
<tr>
<td>Hyperbolic Exponential</td>
<td>$\frac{e^x - e^{-x}}{e^x + e^{-x}}$</td>
<td>$(-1, +1)$</td>
</tr>
<tr>
<td>Softmax</td>
<td>$\sum_i e^{y_i}$</td>
<td>$(0, +1)$</td>
</tr>
<tr>
<td>Unit Sum</td>
<td>$\sum_i x_i$</td>
<td>$(0, +1)$</td>
</tr>
<tr>
<td>Square root</td>
<td>$\sqrt{x}$</td>
<td>$(0, +\infty)$</td>
</tr>
<tr>
<td>Sine</td>
<td>$\sin(x)$</td>
<td>$(0, +1)$</td>
</tr>
<tr>
<td>Ramp</td>
<td>$\begin{cases} -1, x \leq -1 \ x, -1 &lt; x &lt; +1 \ +1, x \geq +1 \end{cases}$</td>
<td>$(-1, +1)$</td>
</tr>
<tr>
<td>Step</td>
<td>$\begin{cases} 0, x &lt; 0 \ +1, x \geq 0 \end{cases}$</td>
<td>$(0, +1)$</td>
</tr>
</tbody>
</table>

2.3 Multilayer Perceptrons

Multilayer Perceptrons (MLOs) are layered feed forward networks typically trained with back propagation. These networks have been used in numerous applications. Their main advantage is that they are easy to use, and that they can approximate any input/output map. A major disadvantage is that they train slowly, require lots of training data (typically three times more training samples then network weights)[14].
A Generalized Feed Forward (GFF) network is a special case of a Multilayer Perception wherein connections can jump over one or more layers. Although an MLP can solve any problem that a GFF can solve, in practice, a GFF network can solve the problem more efficiently [14]. Figure 4 shows a general schematic of a Generalized Feed Forward Network.
2.4 Neural Networks for Classification and Regression

Neural networks are one of the most widely used algorithms for classification problems. The output layer is indicative of the decision of the classifier. The cross entropy error function is most commonly used in classification problems in combination with logistic or softmax activation functions. Cross entropy assumes that the probability of the predicted values in a classification problem lie between 0 and 1. In a classification problem each output node of a neural network represents a different hypothesis and the node activations represent the probability that each hypothesis may be true. Each output node represents a probability distribution and the cross entropy measures calculate the difference between the network distribution and the actual distribution [15]. Assigning credit risk (good or bad) is an example of a neural network classification problem. Regression involves prediction the values of a continuous variable based on previously collected data. Mean square error is the function used for computing the error in regression networks. Projecting the profit of a company based on previous year’s data is regression type neural network problem.

2.5 Neural Network Training

The neural network approach is a two stage process. In the first stage a generalized network that maps the inputs data to the desired output using a training algorithm is derived. The next stage is the “production” phase where the network is tested for its generalization ability against a new set of data.

Often the neural network tends to over train and memorizes the data. To avoid this possibility, a cross-validation data set is use. The cross validation data set is a part of the data set which is set aside before training and is used to determine the level of generalization produced by the training set. As training processes the training error drops progressively. At first the cross validation error decreases but then begins to rise as the network over trains. Best generalization ability of the network can be tapped by stopping the algorithm where the error on the cross validation set starts to rise. Figure 5 illustrates the use of cross-validation during training.

![Figure 5. Use of cross-Validation during Training](image-url)
2.6 Rule Extraction from Neural Networks

Although neural networks are known to be robust classifiers, they have found limited use in decision-critical applications such as medical systems. Trained neural networks act like black boxes and are often difficult to interpret [16]. The availability of a system that would provide an explanation of the input/output mappings of a neural network in the form of rules would thus be very useful. Rule extraction is one such system that tries to elucidate to the user, how the neural network arrived at its decision in the form of if-then rules.

Two explicit approaches have been defined to date for transforming the knowledge and weights contained in a neural network into a set of symbolic rules de-compositional and pedagogical [17]. In the de-compositional approach the focus is on the extracting rules at an individual hidden and/or output level into a binary outcome. It involves the analysis of the weight vectors and biases associated with the processing elements in general. The subset [18] algorithm is an example of this category. The pedagogical approach treats neural networks like black boxes and aims to extract rules that map inputs directly to its output. The Validity Interval Analysis (VIA) [19] proposed by Thrum and TREPAN [20] is an example of one such technique. Andrews et al [21] proposed a third category called eclectic which combines the elements of the basic categories.

2.7 Decision Trees

A decision tree is a special type of graph drawn in the form of a tree structure. It consists of internal nodes each associated with a logical test and its possible consequences. Decision trees are probably the most widely used symbolic learning algorithms as are neural networks in the non-symbolic category.

2.8 Decision Tree Classification

Decision trees classify data through recursive partitioning of the data set into mutually exclusive subsets which best explain the variation in the dependent variable under observation[22][23]. Decision trees classify instances (data points) by sorting them down the tree from the root node to some leaf node. This lead node gives the classification of the instance. Each branch of the decision tree represents a possible scenario of decision and its outcome.

Decision tree algorithms depict concept descriptions in the form of a tree structure. They begin learning with a set of instances and create a tree structure that is used to classify new instances. An instance in a dataset is described by a set of feature values called attributes, which can have either continuous or nominal values. Decision tree induction is best suitable for data where each example in the dataset is described by a fixed number of attributes for all examples of that dataset. Decision tree methods use a divide and conquer approach. They can be used to classify an example by starting at the root of the tree and moving through it until a leaf node is reached, which provides the classification of the instance.

Each node of a decision tree specifies a test of some attribute and each branch that descends from the node corresponds to a possible value for this attribute. The following example illustrates a simple decision tree.
3. TREPAN ALGORITHM

The TREPAN [24] and [25] algorithms developed by Craven et al are novel rule-extraction algorithms that mimic the behavior of a neural network. Given a trained Neural Network, TREPAN extracts decision trees that provide a close approximation to the function represented by the network. In this work, we are concerned with its application to trained variety of learned models as well. TREPAN uses a concept of recursive partitioning similar to other decision tree induction algorithms. In contrast to the depth-first growth used by other decision tree algorithms, TREPAN expands using the best first principle. Thus node which increases the fidelity of the tree when expanded is deemed the best.

In conventional decision tree induction algorithms the amount of training data decreases as one traverses down the tree by selecting splitting tests. Thus there is not enough data at the bottom of the tree to determine class labels and is hence poorly chosen. In contrast TREPAN uses an ‘Oracle’ to answer queries, in addition to the training samples during the inductive learning process. Since the target here is the function represented by the neural network, the network itself is used as the ‘Oracle’. This learning from larger samples can prevent the lack of examples for the splitting tests at lower levels of the tree, which is usually a problem with conventional decision tree learning algorithms. It ensures that there is a minimum sample of instances available at a node before choosing a splitting test for that node where minimum sample is one of the user specified parameters. If the number of instances at the node, say $m$ is less than minimum sample then TREPAN will make membership queries equal to $(\text{minimum sample } m)$ from the ‘Oracle’ and then make a decision at the node. The following illustrates a pseudocode of the TREPAN algorithm [26].
Algorithm : TREPAN

Input: Trained neural network; training examples \( \{X_i, Y_i\} \) = where \( y_i \), is the class label predicted by the trained neural network on the training example \( X_i \), global stopping criteria.

Output : extracted decision tree

Begin

Initialize the tree as a leaf node

While global stopping criteria are not met and the current tree can be further refined

Do

Pick the most promising leaf node to expand

Draw sample of examples

Use the trained network to label these examples

Select a splitting test for the node

For each possible outcome of the test make a new leaf node

End

End

3.1 M-of-N Splitting tests

TREPAN uses the m-of-n test to partition the part of the instance space covered by a particular internal node. An m-of-n expression (a Boolean expression) is fulfilled when at least an integer threshold \( m \) of its \( n \) literals hold true. For example, consider four features \( a, b, c \) and \( d \); the m-of-n test: 3-of-\( \{a, b > 3.3, c, d\} \) at a node signifies that if any of the 3 conditions of the given set of 4 are satisfied then an example will pass through that node. TREPAN employs a beam search method with beam width as a user defined parameter to find the best m-of-n test. Beam search is heuristic best-first each algorithm that evaluates that first \( n \) node (where \( n \) is a fixed value called the ‘beam width’) at each tree depth and picks the best out of them for the split. TREPAN uses both local and global stopping criteria. The growth of the tree stops when any of the following criteria are met: the size of the tree which is a user specific parameter or when all the training examples at node fall in the same class.

3.2 Single Test TREPAN and Disjunctive TREPAN

In addition to TREPAN algorithm, Craven has also developed two of its important variations. The single test TREPAN algorithm is similar to TREPAN in all respects except that as its name suggests it uses single feature tests at the internal nodes. Disjunctive TREPAN on the other hand,
uses disjunctive “OR” tests at the internal nodes of the tree instead of the m-of-n tests. A more
detailed explanation of the TREPAN algorithm can be found in Craven’s dissertation [27].

Baesens et al [28] have applied TREPAN to credit risk evaluation and reported that it yields very
good classification accuracy as compared to the logistic regression classifier and the popular C4.5
algorithm.

4. C4.5 ALGORITHM

The C4.5 algorithm [29] is one of the most widely used decision tree learning algorithms. It is an
advanced and incremental software extension of the basic ID3 algorithm [30] designed to address
the issues that were not dealt with by ID3. The C4.5 algorithm has its origins in Hunt’s Concept
Learning Systems (CLS) [31]. It is a non-incremental algorithm, which means that it derives its
classes from an initial set of training instances. The classes derived from these instances are
expected to work for all future test instances. The algorithm uses the greedy search approach to
select the best attribute and never looks back to reconsider earlier choices. The C4.5 algorithm
searches through the attributes of the training instances and finds the attribute that best separates
the data. If this attribute perfectly classifies the training set then it stops else it recursively works
on the remaining in the subsets (m = the remaining possible values of the attribute) to get their
best attribute. Some attributes split the data more purely than others. Their values correspond
more consistently with instances that have particular values of the target class. Therefore it can be
said that they contain more information than the other attributes. But there should be a method
that helps quantify this information and compares different attributes in the data which will
enable us to decide which attribute should be placed at the highest node in the tree.

4.1 Information Gain, Entropy Measure and Gain Ratio

A fundamental part of any algorithm that constructs a decision tree from a dataset is the method
in which it selects attributes at each node of the tree for splitting so that the depth of the tree is the
minimum. ID3 uses the concept of Information Gain which is based on Information theory [32]
to select the best attributes. Gain measures how well a given attribute separates training examples
into its target classes. The one with the highest information is selected. Information gain
calculates the reduction in entropy (or gain information) that would result from splitting the data
into subsets based on an attribute.

The information gain of example set S on attribute A is defined as,

\[ Gain(S, A) = Entropy(S) - \sum \frac{|S_v|}{|S|} Entropy(S_v) \]  

Eq.1

In the above equation, S is the number of instances and |S_v| is a subset of instances of S where A
takes the value v. Entropy is a measure of the amount of information in an attribute. The higher
the entropy, the more the information is required to completely describe the data. Hence, when
building the decision tree, the idea is to decrease the entropy of the dataset until we reach a subset
that is pure (a leaf), that has zero entropy and represents instances that all belong to one class.
Entropy is given by,

\[ Entropy(S) = \sum - p(t) \log_2 p(t) \]  

Eq.2
where \( p(I) \) is the proportion of \( S \) belonging to Class I.

Suppose we are constructing a decision tree with ID3 that will enable us to decide if the weather is favorable to play football. The input data to ID3 is shown in Table 2 below adapted from Quinlan’s C4.5.

Table 2. Play Tennis Examples Dataset

<table>
<thead>
<tr>
<th>Day</th>
<th>Outlook</th>
<th>Temperature</th>
<th>Humidity</th>
<th>Wind</th>
<th>Play Tennis</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sunny</td>
<td>Hot</td>
<td>High</td>
<td>Weak</td>
<td>No</td>
</tr>
<tr>
<td>2</td>
<td>Sunny</td>
<td>Hot</td>
<td>High</td>
<td>Strong</td>
<td>No</td>
</tr>
<tr>
<td>3</td>
<td>Overcast</td>
<td>Hot</td>
<td>High</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>4</td>
<td>Rain</td>
<td>Mild</td>
<td>High</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>5</td>
<td>Rain</td>
<td>Cool</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>6</td>
<td>Rain</td>
<td>Cool</td>
<td>Normal</td>
<td>Strong</td>
<td>No</td>
</tr>
<tr>
<td>7</td>
<td>Overcast</td>
<td>Cool</td>
<td>Normal</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>8</td>
<td>Sunny</td>
<td>Mild</td>
<td>High</td>
<td>Weak</td>
<td>No</td>
</tr>
<tr>
<td>9</td>
<td>Sunny</td>
<td>Cool</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>10</td>
<td>Rain</td>
<td>Mild</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>11</td>
<td>Sunny</td>
<td>Mild</td>
<td>Normal</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>12</td>
<td>Overcast</td>
<td>Mild</td>
<td>High</td>
<td>Strong</td>
<td>Yes</td>
</tr>
<tr>
<td>13</td>
<td>Overcast</td>
<td>Hot</td>
<td>Normal</td>
<td>Weak</td>
<td>Yes</td>
</tr>
<tr>
<td>14</td>
<td>Rain</td>
<td>Mild</td>
<td>High</td>
<td>Strong</td>
<td>No</td>
</tr>
</tbody>
</table>

In this example,

\[
Entropy(S) = -\left(\frac{9}{14}\right) \log_2 \left(\frac{9}{14}\right) - \left(\frac{5}{14}\right) \log_2 \left(\frac{5}{14}\right) = 0.9450 \quad \text{Eq.3}
\]

(Note: Number of instances where play tennis = yes is 9 and play tennis = No is 5)

The best attribute of the four is selected by calculating the Information Gain for each attribute as follows,

\[
Gain(S, \text{Outlook}) = \text{Entr.}(S) - \frac{5}{14} \text{Entr.}(\text{Sunny}) - \frac{4}{14} \text{Entr.}(\text{Overcast}) - \frac{5}{14} \text{Entr.}(\text{Rain}) \quad \text{Eq.4}
\]

\[
Gain(S, \text{Outlook}) = 0.9450 - 0.3364 - 0 - 0.3364 = 0.2670
\]

Similarly, \( Gain(S, \text{Temp}) = -0.42 \) and \( Gain(S, \text{Wind}) = 0.1515 \)

The attribute outlook has the highest gain and hence it is used as the decision attribute in the root node. The root node has three branches since the attribute outlook has three possible values, (Sunny, Overcast, and Rain). Only the remaining attributes are tested at the sunny branch node since outlook has already been used at the node. This process is recursively repeated until: all the training instances have been classified or every attribute has been utilized in the decision tree. The ID3 has a strong bias in favor of tests with many outcomes. Consider an employee database that consists of an employee identification number. Every attribute intended to be unique and
partitioning any set of training cases on the values of this attribute will lead to a large number of subsets, each containing only one case. Hence the C4.5 algorithm incorporates use of a statistic called the “Gain Ratio” that compensates for the number of attributes by normalizing with information encoded in the split itself.

\[
GainRatio = \frac{Gain(S, A)}{I(A)} \quad \text{Eq. 5}
\]

In the above equation,

\[
I(A) = \sum - p(I_A)\log_2 p(I_A) \quad \text{Eq. 6}
\]

C4.5 has another advantage over ID3; it can deal with numeric attributes, missing values and noisy data.

5. EXPERIMENTATION AND RESULT ANALYSIS

We analyze three datasets with classes greater than two and we compare the results of Single-test TREPAN and C4.5 with that of X-TREPAN in terms of comprehensibility and classification accuracy. A generalized feed forward network was trained in order to investigate the ability of X-TREPAN in comprehending GFF networks. The traditional ‘using-network’ command was used to validate that X-TREPAN was producing correct outputs for the network. In all the experiments, we adopted the Single-test TREPAN as the best variant for comparison with the new model.

5.1 Body Fat

Body Fat is a regression problem in the simple machine learning dataset category. The instances are sought to predict body fat percentage based on body characteristics. A 14-4-1 MLP with hyperbolic tangent function was used to train the network for 1500 epochs giving an r (correlation co-efficient) value of 0.9882. Figure 6 shows the comparison of classification accuracy of body fat by the three models.

![Figure 6. Comparison of classification accuracy of Body fat by the three algorithms](image-url)
TREPAN achieves a classification accuracy of 94% and C4.5 produces a classification accuracy of 91% while X-TREPAN achieves a comparatively much higher accuracy of 96%. Additionally, both X-TREPAN and TREPAN generate similar trees in terms of size but accuracy and comprehensibility attained by X-TREPAN are comparatively higher.

The tables below show the confusion matrix of the classification accuracy achieved by TREPAN in comparison with X-TREPAN. While TREPAN produces a classification accuracy of 92.06% X-TREPAN produces a comparatively much higher accuracy of 96.83% as indicated in Table 3 below.

### Table 3. Body Fat Confusion Matrix (X-TREPAN)

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>Toned</th>
<th>Healthy</th>
<th>Flabby</th>
<th>Obese</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toned</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Healthy</td>
<td>1</td>
<td>21</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Flabby</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Obese</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>18</td>
</tr>
</tbody>
</table>

Classification Accuracy (%): 92.86% 100.00% 100.00% 94.74%

Total Accuracy (%): 96.83%

### Table 4. Body Fat Confusion Matrix (TREPAN)

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>Toned</th>
<th>Healthy</th>
<th>Flabby</th>
<th>Obese</th>
</tr>
</thead>
<tbody>
<tr>
<td>Toned</td>
<td>13</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Healthy</td>
<td>1</td>
<td>20</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Flabby</td>
<td>0</td>
<td>0</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Obese</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>16</td>
</tr>
</tbody>
</table>

Classification Accuracy (%): 92.86% 95.24% 75.00% 100.00%

Total Accuracy (%): 92.06%

Additionally, both TREPAN and X-TREPAN generate identical trees in terms of size but accuracy attained by X-TREPAN is comparatively higher.

### 5.2 Outages

Outages constitute a database from the small dataset category. A12-3-1 MLP network with a hyperbolic tangent and bias axon transfer functions in the first and the second hidden layer respectively gave the best accuracy. The model was trained for 12000 epochs and achieved an $r$ (correlation co-efficient) value of 0.985 (or an $r^2$ of 0.9852). Figure 7 shows the comparison of classification accuracy of outages by the three algorithms.
In terms of classification accuracy, as can be seen in the figure above, TREPAN achieves 84%, C4.5 achieves 91% while X-TREPAN achieves 92%.

However, here TREPAN, C4.5 and X-TREPAN all generate very different trees in terms of size with C4.5 producing the largest and most complex decision tree while X-TREPAN produces the simplest and smallest decision tree with comparatively higher accuracy and comprehensibility.

The tables below show the confusion matrix of the classification accuracy achieved by both algorithms. X-TREPAN achieves 85% while TREPAN achieves 76%.

**Table 5. Outages Confusion Matrix (X-TREPAN)**

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C14</th>
<th>C15</th>
</tr>
</thead>
<tbody>
<tr>
<td>C11</td>
<td>3</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C12</td>
<td>4</td>
<td>48</td>
<td>5</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C13</td>
<td>0</td>
<td>1</td>
<td>8</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C14</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>C15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Classification Accuracy (%)  
42.86%  97.96%  57.14%  100%  0.00%

Total Accuracy (%)  
85.33%

**Table 6. Outages Confusion Matrix (TREPAN)**

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C14</th>
<th>C15</th>
</tr>
</thead>
<tbody>
<tr>
<td>C11</td>
<td>2</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C12</td>
<td>3</td>
<td>43</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>C13</td>
<td>0</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>C14</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>C15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Classification Accuracy (%)  
40.00%  79.63%  70.00%  83.33%  0.00%

Total Accuracy (%)  
76.00%
5.3 Admissions

A typical University admissions database model based on a 22-15-10-2 MLP network. Two hidden layers with the hyperbolic tangent transfer functions were used for modeling. The best model was obtained by the X-TREPAN with a minimum sample size of 1000, tree size of 50 and classification accuracy of 74%. Figure 8 gives the comparison of classification accuracy of Admissions by the three models.

![Figure 8. Comparison of classification accuracy of Admissions by the three algorithms](image)

On the other hand, C4.5 achieved an accuracy of 71.97% (not rounded) almost equaling that of TREPAN of 72%, but produced a significantly large and complex decision tree.

In terms of Confusion Matrix, TREPAN achieved an accuracy of 71.6% very close to that of X-TREPAN. The confusion matrix is shown in the Tables below.

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>401</td>
<td>279</td>
</tr>
<tr>
<td>No</td>
<td>168</td>
<td>754</td>
</tr>
<tr>
<td>Classification Accuracy (%)</td>
<td>70.47%</td>
<td>72.99</td>
</tr>
<tr>
<td>Total Accuracy (%)</td>
<td>72.10%</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Actual/Predicted</th>
<th>Yes</th>
<th>No</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes</td>
<td>379</td>
<td>190</td>
</tr>
<tr>
<td>No</td>
<td>259</td>
<td>774</td>
</tr>
<tr>
<td>Classification Accuracy (%)</td>
<td>59.40%</td>
<td>80.29</td>
</tr>
<tr>
<td>Total Accuracy (%)</td>
<td>71.67%</td>
<td></td>
</tr>
</tbody>
</table>
6. PERFORMANCE ASSESSMENT

6.1 Classification Accuracy

The classification accuracy or error rate is the percentage of correct predictions made by the model over a data set. It is assessed using the confusion matrix. A confusion matrix is a matrix plot of predicted versus actual classes with all of the correct classifications depicted along the diagonal of the matrix. It gives the number of correctly classified instances, incorrectly classified instances and overall classification accuracy.

The accuracy of the classifier is given by the formula,

$$\text{Accuracy}(\%) = \frac{(TP + TN)}{(TP + FN + FP + TN)} \times 100$$  \hspace{1cm} \text{Eq.5}

Where true positive = (TP), true negative = (TN) false positive = (FP) and false negative = (FN). A false positive (FP) is when a negative instance incorrectly classified as a positive and false negative (FN) is when a positive instance is incorrectly classified as a negative. A true positive (TP) is when an instance is correctly classified as positive and true negative (TN) is when an instance is correctly classified as negative and so on.

A confusion matrix is a primary tool in visualizing the performance of a classifier. However it does not take into account the fact that some misclassifications are worse than others. To overcome this problem we use a measure called the Kappa Statistic which considers the fact that correct values in a confusion matrix are due to chance agreement.

The Kappa statistic is defined as,

$$\hat{k} = \frac{P((A) - P(E))}{1 - P(E)}$$  \hspace{1cm} \text{Eq.6}

In this equation, P(A) is the proportion of times the model values were equal to the actual value and, P(E) is the expected proportion by Chance.

For perfect agreement, Kappa = 1. For example: a Kappa statistic of 0.84 would imply that the classification process was avoiding 84% of the errors that a completely random classification would generate.

6.2 Comprehensibility

The comprehensibility of the tree structure decreases with the increase in the size and complexity. The principle of Occam’s Razors says “when you have two competing theories which make exactly the same projections, the one that is simpler is the better” [33]. Therefore, among the three algorithms, X-TREPAN is better as it produces smaller and simpler trees as against Single-test TREPAN and C4.5 in most scenarios.
CONCLUSION

The TREPAN algorithm code was modified (X-TREPAN) to be able to work with multi-class regression type problems. Various experiments were run to investigate its compatibility with generalized feed forward networks. The weights and network file were restructured to present GPP networks in a format recognized by X-TREPAN. Neural Network models were trained on each dataset varying parameters like network architecture and transfer functions. The weights and biases obtained from the trained models of the three datasets were fed to X-TREPAN for decision tree learning from neural networks. For performance assessment, classification accuracy of Single-test TREPAN, C4.5 and X-TREPAN were compared. In the scenarios discussed in the paper, X-TREPAN model significantly outperformed the Single-test TREPAN and C4.5 algorithms in terms of classification accuracy as well as size, complexity and comprehensibility of decision trees. To validate the results, we use classification accuracy not as the only measure of performance, but also the kappa statistics. The kappa statistical values further validate the conclusions that X-TREPAN is a better one in terms of decision tree induction.
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ABSTRACT

There is a large volume of published studies investigating the factors that affect cloud adoption. However, there are very few studies which investigate cloud computing adoption in technologically developing countries and one focus of the research was to examine whether the factors which influence cloud computing adoption in technologically developed countries also apply in technologically developing countries. The research presented in this paper builds on the diffusion of innovation theory (DOI) and the Technology-organisation-environment (TOE) framework in order to investigate the factors which influence cloud adoption. Fourteen hypothesis were developed from the literature on cloud adoption and were examined in the research. Data was collected by using a web-based questionnaire and was analysed using a range of statistical measures. This paper discusses the design and implementation of the study, the data analysis and conclusions from the analysis and compares the findings of this study with the findings of similar studies in technologically developed countries. The study shows that there are some similarities as well as some differences in the factors that affect cloud adoption between technologically developed countries and technologically developing countries.
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1. INTRODUCTION

Cloud computing has been described as the next generation model of computing [1]. The cloud computing was defined by National Institute of Standards and Technology NIST as a model for enabling convenient, on-demand network access to a shared pool of configurable computing resources […] that can be rapidly provisioned and released with minimal management effort or service provider interaction” (NIST, 2011). Cloud computing has four deployment models namely public cloud, private cloud, hybrid cloud and community cloud. Enterprise spending on cloud computing is increasing at five times the rate of traditional IT systems (cited by [2]. However, cloud computing adoption rates vary between technologically developed countries and technologically developing countries [3]. The literature on Cloud Computing adoption focuses primarily on adoption in technologically developed countries. The literature does not include any empirical study carried out to investigate cloud adoption in the Kingdom of Saudi Arabia (KSA)
at the organisational level. There is only one study which investigates cloud adoption in KSA [4] and this focused on the user acceptance of cloud computing at an individual level while factors related to an organisational level were ignored. This study discussed the factors that affect cloud computing decision by integrating DOI and TOE framework.

2. THEORETICAL BACKGROUND

The conceptual model that is developed in this paper is based on concepts derived from the diffusion of innovation (DOI) theory and Technology, Organisation, Environment (TOE) framework. DOI, first proposed by Rogers (1962), is concerned with the way in which new ideas are adopted within organisations over time and how ideas influence change within organisations. DOI identifies five factors that affect the adoption of new ideas: relative advantage, compatibility, complexity, trialability and observability [5]. TOE framework was developed by Tornatzky and Fleischer in 1990 to investigate innovation adoption at organisation level [6], [7] and the framework provides a holistic picture of the factors that influence the adoption of technology [7], [8]. TOE categorises the factor which influence technology adoption in organisation into three categories namely, technological context, organisation context, and environmental context [8]. It has been argued that the use of these three elements gives the TOE framework the advantage over other technology adoption theories in studying technology use, adoption and the value added from technology innovation [7]. Numerous studies have attempted to investigate the adoption of new technologies from both individual and organizational perspective [9]–[11]. These studies have tried to identify factors which influence technology adoption and the relationship between these factors and technology adoption [7]. Technology adoption theory plays an important role in investigation the adoption of technology in different disciplines such as E-commerce, RFID, ERP [12]–[16]. Several studies have used outsourcing theories to investigate cloud adoption [17]. Technology adoption theories have been used to support the investigation of cloud computing adoption in a number of studies [10, 18, 19]. In this paper, we use a DOI/TOE approach as the focus of the study is on the adoption of cloud computing at organisational level.

From the literature on cloud computing adoption, we identified 14 factors which influence organisational decisions about the adoption of cloud computing. From these factors, we developed hypothesis as to the way in which the factors affect the adoption of cloud computing. Following TOE, we group these hypothesis into the TOE categories of technology context, organisational context and environment context and we also use a fourth category, the DOI category, which address elements identified though analysis based on DOI. The second phase of the research evaluated the hypothesis through use of a questionnaire. This section describes the categories used and way in which hypothesis were developed from the factors identified in the literature.

2.1. Technology context

The Technology context refers to a “comprised of the variables that influence an individual, an organization, and an industry’s adoption of innovation” [7]
2.1.1 Technology readiness

Cloud computing is a relatively new model of IT service delivery model. Thus, the technology context is a very important determinant to investigate in relation to the adoption of cloud computing. Technology readiness is described as the IT infrastructure available to an enterprise to obtain cloud services and human resources that can manage cloud services [10]. We therefore identify as hypothesis 1:

H1: technology readiness positively influences cloud computing adoption.

2.1.2 Security

Security is seen as one of the highest risk elements in the adoption of cloud computing [18]–[20] although it has also been argued that there is no relationship between security and cloud adoption [10]. This inconsistency is tested by hypothesis 2:

H2: security concerns negatively influence cloud computing adoption.

2.1.3 Technical barrier

Technical issues such as the complexity of existing IT systems, portability and interoperability and vendor lock-in have been identified as possible barriers to the adoption of cloud computing [21].

H3: technology barrier negatively influence cloud computing adoption.

2.2. Organisational context

The organisational context refers to the characteristics of the organisation and its internal resources [9], [22]. Organisation characteristics include organisation size, status, industry, and scope. While the internal resources include knowledge capability, top management support and organisation readiness [7]. Cloud computing has technological as well as organisational implication, this makes the organisational context a key determinant of cloud adoption.

2.2.1 Enterprise size

Enterprise size is considered to be one of the main factors influencing technical innovation [9], [23]–[25]. It has been argued that large enterprises are more likely to adopt newer technologies such as ERP and e-commerce [24], [26]. The main reasons given being that larger enterprise have greater organisational and financial resources. However, the financial model of cloud computing services makes it attractive to SMEs meaning that enterprise size is one of the determinants to investigate in relation to cloud computing adoption.

H4: enterprise size has a positive influence to adopt cloud computing services.
2.2.2 Top management support

Top management support refers to the decision makers who influence the adoption of innovation [27] and is which described by [28] as goal specificity, resource management, and commitment. Thus, the role of top management support is crucial to success the adopting of new technology. Therefore, Top management support is regarded in many studies as an important factor influencing the adoption of technology innovation [29]–[31].

H5: top management support has a positive impact on cloud adoption.

2.2.3 Organisation readiness

Organisation readiness aims to measure if the organisation has the capability to adopt the innovation [6] and is defined as the availability of human, technology and financial resources to adopt cloud computing [6], [13], [32]. Knowledge about cloud computing and the attitudes towards using the technology are an important factors in the adoption of cloud computing.

H6: organisation readiness has a positive impact on cloud adoption.

2.2.4 Enterprise status

Enterprise status is defined in this study as having either status as an establish company or as a Start-up company. There is no empirical study in the literature which investigates the impact of enterprise status impact on technology adoption in general and cloud adoption specifically. However, some studies have linked enterprise status and cloud computing adoption [33], [34].

H7: enterprise status has a positive impact on cloud adoption.

2.2.5 Industry sector

IT has a major impact on how enterprises manages their business but the role of IT in an organisation differs, depending on the sector [35]. Moreover, technology adoption varies between sectors, for example, the largest user of technology is the financial sector [25]. However, sensitivity of financial data means that the financial sector may be more cautious when adopting cloud computing [36], [37].

H8: industry sector has a positive impact on cloud adoption.

2.3. Environmental context

Environmental context refers to the external factors that influence the adoption of technology includes government regulation and initiative, service providers and competitors [7]. This study will investigate the following factors in terms of environmental context; competitive pressure, external support and government support.
2.3.1 Competitive pressure

Competitive pressure may be a factor which influences the adoption of cloud computing although there is no consensus on this issue. It has been argued that competitive pressure is very influential in the adoption of technology in general [6] although one study found that there is no relation between the competitive pressure and the adoption of cloud computing technology [19].

H9: competitive pressure has a positive impact on cloud adoption.

2.3.2 External support

External support in this research is defined as support from the cloud service provider to influence clients to adopt cloud technology. There is a lack of understanding about cloud services issues such as cloud architecture and pricing models [38]. This could represent one of the barriers for SMEs to adopt cloud computing. CSPs can provide knowledge and expertise to their clients [39].

H10: External support has a positive impact on cloud adoption.

2.3.3 Government support

Government support in this context is understood as the regulation, policies and initiatives that support enterprises in the adoption of cloud computing. Government regulation can play an important role in the adoption of technology innovation [9], [26]. Regulation can encourage or discourage cloud computing adoption [9], [22]. One study found that government regulation had more influence on the adoption of E-business in developing countries comparing with developed countries [27]. A study in KSA found that Saudi SMEs seek the support from the government of Saudi Arabia in relation to technology adoption [43].

H11: Government support has a positive impact on cloud adoption.

2.4. Diffusion of Innovation Category

2.4.1 Relative advantage

Relative advantage is defined as “the degree to which an innovation is perceived as being better than the idea it superseded” [40]. Cloud computing offers technical as well as economic advantages over traditional IT environments.

H12: relative advantage has a positive impact on cloud adoption.

2.4.2 Compatibility

Compatibility refers to which extent the new innovation fits with existing organisation’s values, culture and practices [9], [40]. From a technical perspective, the extent to which cloud solutions are compatible with existing systems is a key factor when considering moving to a cloud environment. In addition, the extent to which cloud computing services are compatible with statutory regulation is crucial for organisation when considering moving to cloud computing.
H13: compatibility has a negative impact on cloud adoption.

2.4.3 Complexity

Complexity in DOI terms was defined as “the degree to which an innovation is perceived as relatively difficult to understand and use” [44]. Cloud computing comes with some challenges including security and privacy and the use of advanced technology; adopting cloud computing requires new skills and expertise to manage cloud solutions [9]. Thus, these issues will affect cloud adoption.

H14: complexity has a negative impact on cloud adoption.

3. RESEARCH METHOD

In order to test the hypothesis in a technically developing country, a web questionnaire was used with computing professionals in KSA. The questionnaire was administered in English and in Arabic. The sample frame refers to the set of people/enterprises from the targeted population that have the chance to be selected [41]. In order to select the respondents, two approaches were used to select the sample. Two e-services provider in KSA agreed to distribute questionnaire to their clients. The CSPs used included ELM which is one of the leading CSPs in KSA. To avoid limiting the sample to respondents from CSPs, the questionnaire was also distributed using a professional network. LinkedIn is a professional social network that brings together users with the same interests.

Piloting the questionnaire is a process to test the questionnaire reliability, validity and error testing [42]. To enhance the validity of the questionnaire, a pilot study was conducted in two phases. The first stage of the pilot was conducted to test the understandability of the questionnaire and to ensure the different language versions had the same meaning. In addition, to what extent the questionnaire is readable with different devices (laptop, IPad and Mobile) was examined in this stage. The questionnaire was piloted with eight IS professionals from industry and academia who speak Arabic and English fluently. The second phase of the pilot study was conducted with the CSP. The ELM marketing team who have experience in questionnaire design and analysis evaluated the questionnaire. Some changes were made following the feedback from ELM, including changing some phrasing in Arabic to ensure understandability.

Following the pilot stage, a web based questionnaire platform was used. The questionnaire was built by using Survey Monkey with two version one in Arabic and one in English. The link was circulated by the CSPs to their clients and made available via LinkedIn. At the questionnaire deadline, 103 questionnaires had been completed. Following data cleansing, 81 valid questionnaires were selected for analysis, representing 81 companies. Reasons for excluding questionnaires from analysis included errors in completion which undermined the validity of the response and too many ‘don’t know’ or blank answers for analysis.

3.1. Data analysis

The first set of questions were designed to identify the characteristics of the enterprises which took part in the survey as this study aims to investigate cloud computing adoption from
organisation level. The graph below shows the number of enterprises that participated in this survey in terms of the industry sectors that belong to it.

![Graph showing cloud adoption among industries](image)

Figure 1: The number of cloud adoption among the industry

In addition, participants were asked to indicate whether their enterprises work on private or government sectors. More than half of respondents belong to the government sectors while about 47% of participants belong to private sector.

Table 1 illustrates the distribution of enterprises according to its size and status. In addition, the table explains the percentage of enterprise that adopted or plan to adopt cloud computing services.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Group</th>
<th>Frequency</th>
<th>Percentage</th>
<th>Cloud adopter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Size</td>
<td>Small</td>
<td>18</td>
<td>22.2%</td>
<td>55.6%</td>
</tr>
<tr>
<td></td>
<td>Medium</td>
<td>13</td>
<td>16%</td>
<td>69.2%</td>
</tr>
<tr>
<td></td>
<td>Large</td>
<td>50</td>
<td>61.7%</td>
<td>40%</td>
</tr>
<tr>
<td>Sector</td>
<td>Government</td>
<td>43</td>
<td>53.1%</td>
<td>48.7%</td>
</tr>
<tr>
<td></td>
<td>Private e</td>
<td>38</td>
<td>46.9%</td>
<td>51.3%</td>
</tr>
<tr>
<td>Enterprise</td>
<td>Start-up</td>
<td>20</td>
<td>24.7%</td>
<td>85%</td>
</tr>
<tr>
<td>status</td>
<td>Established</td>
<td>55</td>
<td>67.9%</td>
<td>40.1%</td>
</tr>
<tr>
<td></td>
<td>Don’t know</td>
<td>6</td>
<td>7.2%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>

3.2. Inferential Analysis

Logistic regression was used to test the hypothesis described in section. The independent variables are the fourteen hypothesis where is the dependent variable is cloud computing adoption, a binary values were used which is 1 if the firm adopt or plan to adopt cloud computing and 0 otherwise. The independent variables are shown on the table below.
Table 2. Logistic Regression Results

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>S.E.</th>
<th>Wald</th>
<th>df</th>
<th>Sig.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technology readiness</td>
<td>.391</td>
<td>.780</td>
<td>.252</td>
<td>1</td>
<td>.616</td>
<td>1.479</td>
</tr>
<tr>
<td>Security concerns</td>
<td>-1.147</td>
<td>.435</td>
<td>6.951</td>
<td>1</td>
<td>.008</td>
<td>.318</td>
</tr>
<tr>
<td>Technology Barriers</td>
<td>.459</td>
<td>.397</td>
<td>1.336</td>
<td>1</td>
<td>.248</td>
<td>1.583</td>
</tr>
<tr>
<td>Organisational readiness</td>
<td>1.989</td>
<td>.946</td>
<td>4.425</td>
<td>1</td>
<td>.035</td>
<td>7.312</td>
</tr>
<tr>
<td>Firm Size</td>
<td>-.900</td>
<td>.660</td>
<td>1.856</td>
<td>1</td>
<td>.173</td>
<td>.407</td>
</tr>
<tr>
<td>Firm Status</td>
<td>-2.936</td>
<td>1.218</td>
<td>5.811</td>
<td>1</td>
<td>.016</td>
<td>.053</td>
</tr>
<tr>
<td>Industry Sector</td>
<td>.619</td>
<td>.888</td>
<td>.485</td>
<td>1</td>
<td>.486</td>
<td>1.856</td>
</tr>
<tr>
<td>Top Management Support</td>
<td>1.768</td>
<td>.546</td>
<td>10.476</td>
<td>1</td>
<td>.001</td>
<td>5.858</td>
</tr>
<tr>
<td>Competitive pressure</td>
<td>-.176</td>
<td>.935</td>
<td>.035</td>
<td>1</td>
<td>.851</td>
<td>.839</td>
</tr>
<tr>
<td>External support</td>
<td>.396</td>
<td>.920</td>
<td>.185</td>
<td>1</td>
<td>.667</td>
<td>1.486</td>
</tr>
<tr>
<td>Government support</td>
<td>-1.774</td>
<td>.699</td>
<td>6.453</td>
<td>1</td>
<td>.011</td>
<td>.170</td>
</tr>
<tr>
<td>Relative advantage</td>
<td>.606</td>
<td>.900</td>
<td>.454</td>
<td>1</td>
<td>.501</td>
<td>1.833</td>
</tr>
<tr>
<td>Compatibility</td>
<td>1.039</td>
<td>.507</td>
<td>4.202</td>
<td>1</td>
<td>.040</td>
<td>2.827</td>
</tr>
<tr>
<td>Complexity</td>
<td>-1.080</td>
<td>.751</td>
<td>2.069</td>
<td>1</td>
<td>.150</td>
<td>.340</td>
</tr>
<tr>
<td>Constant</td>
<td>-3.611</td>
<td>3.852</td>
<td>.878</td>
<td>1</td>
<td>.349</td>
<td>.027</td>
</tr>
</tbody>
</table>

After coding the hypothesis and calculate the mean of the items for each hypothesis, the binary logistic regression run. The independent variable is significant when the P value is less than 0.05 [43]. Consequently, it can be seen from the data in Table # that there are six predictors were found statistically significant which are security concerns, organisational readiness, firm status, top management support, government support and compatibility. Three of them belong to the organisational readiness group.

4. DISCUSSION

4.1. Technological context

Among the three dimensions of technological context, in this research, security was found to have a statistically significant relationship with cloud adoption. Thus, security concerns have a negative impact of adopting cloud computing. This is consistent with the findings in the earlier literature on cloud computing adoption although a 2014 study found that security was not a significant factor in cloud computing adoption; that study suggested that this was due to improvements in security compared to the earlier phase of cloud computing [10]. Unexpectedly, in this study, technology readiness and technology barriers were not found statistically significant. This result are consistent with a 2011 study in a technologically developing country which found that technology readiness were not significant predictor [48] although the 2011 findings were different to those of a study conducted in a technically developed country[10]. One possible explanation for this might be that there is a difference between attitudes of decision makers in technologically developed countries and technologically developing countries.
4.2 Organisational context

Interestingly, in this investigation, three predictors, organisation readiness, top management support and enterprise status, were found to significantly influence the decision about cloud computing adoption. In the literature, only one study was found which identified organisation readiness as a factor that influences cloud computing adoption [20]; that study identified a significant relationship between organisation readiness and cloud adoption which is similar to the findings of this study. In terms of enterprise status, based on the literature review there is no prior study examine firm status empirically in relation to cloud adoption or technology adoption in general. In this study, start-up enterprises were found to be more likely to adopt cloud computing. This may reflect the availability of infrastructure within KSA as established companies will already have developed infrastructure. Top management support was found to be a more significant factor influencing cloud adopting with P value at 0.001. The finding on top management support is in line with the findings of previous studies [9], [20], [44]–[46]. Contrary to expectations, this research did not find a significant relationship between the enterprise size and industry sectors. This is in contrast to earlier findings [9], [45], [46] which found a significant relationship between cloud adoption and enterprise size.

4.3. Environmental context

The environmental context was examined from three dimensions namely competitive pressure, external support and government support. The only factor found to be statistically significant is the government support. This finding is different from that of [9], [44]. These differences can be explained by the fact that Governments in technological developing counties play a major role in supporting enterprises in adopting new technology in terms of regulation and initiatives [47], [48].

One unanticipated finding was that external support did not significantly affect cloud adoption. This differs from the results of [19] who found computer supplier support has a significant effect on cloud adoption. However, the study conducted by [19] was carried out in a technically developed country. In the research presented here, competitive pressure was not found to be a significant factor influencing the adoption of cloud technology. This result is in agreement with those obtained by [9], [45]. In contrast, [23] and [48] found that the competitive pressure has a significant impact in association with cloud computing. A possible explanation for this is that the studies that found the competitive pressure has a significant factor were limited to one industry sector like [46] or limited to a small number of industry sectors like [20]. Table 3 summarises the findings of this research in respect of the hypothesis developed through the TOE and DOI.

4.4. Diffusion of Innovation Category

Unexpectedly, relative advantage was not found to be a significant factor in this study. This contrasts with findings from previous studies [9], [20], [44]–[46] which identified a significant relationship between relative advantage and cloud computing. An important finding in this research was that compatibility has a significant impact on cloud computing adoption. This finding is in accord with recent studies which indicated that the compatibility has a positive impact on cloud adoption [20], [45] although some studies report different findings [9], [44], [46]. Finally, it is somewhat surprising that in this study complexity was not found to significantly affect cloud adoption. This result is supported by other studies [44], [46] but differs from that of recent studies that found complexity negatively influences cloud computing adoption [9], [20], [45]. It should be noted that the respondents in this study had technical backgrounds.
Table 3. Summary of results

<table>
<thead>
<tr>
<th></th>
<th>Technological context</th>
<th>Organisational context</th>
<th>Environmental context</th>
<th>Diffusion of innovation</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1 Technology readiness</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H2 Security concerns</td>
<td>Accepted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3 Technology Barriers</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H4 Organisational readiness</td>
<td>Accepted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H5 Firm Size</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H6 Firm Status</td>
<td>Accepted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H7 Industry Sector</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H8 Top Management Support</td>
<td>Accepted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H9 Competitive pressure</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H10 External support</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H11 Government support</td>
<td>Accepted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H12 Relative advantage</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H13 Compatibility</td>
<td>Accepted</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H14 Complexity</td>
<td>Rejected</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5. CONCLUSION

This study integrates the DOI and TOE framework to investigate the factors that affect cloud computing adoption decision in Saudi Arabia. From the fourteen hypothesis were developed, there are only six hypothesis were found statistically significant. These factors are security concerns, organisation readiness, top management support, firm status, government support and compatibility. When evaluated against the literature on cloud computing adoption, it appears that security concerns and government support are more influential factors in technologically developing countries than in technologically developed countries. We found that start up companies were more likely to adopt cloud computing solutions. This may reflect the pricing model of cloud computing but may also reflect infrastructure differences between technically developed and technically developing countries. In addition,

The findings of this study contributes to both academia and industry. Cloud service providers can use the findings of this study to support marketing and decision making. The investigation shows that government has a major role to play in encouraging enterprises to adopt technology in general and specifically cloud computing in technologically developing countries. This study adds the body of knowledge about cloud computing adoption specifically in technologically developing countries.
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ABSTRACT

In the paper, we combined DSP processor with image processing algorithm and studied the method of water meter character recognition. We collected water meter image through camera at a fixed angle, and the projection method is used to recognize those digital images. The experiment results show that the method can recognize the meter characters accurately and artificial meter reading is replaced by automatic digital recognition, which improves working efficiency.
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1. INTRODUCTION

In recent years, with the progress of society and science technology, it is quite common that manual work had been replaced by machines. In our daily life, water consumption statistics were mostly gotten in the form of artificial meter reading. This method not only increased the workload and difficulty of work, but also had some obvious drawbacks. The use of automatic meter reading systems not only overcome the insufficiency of manual meter reading, but also reduced the practical resources and save time.

Based on DSP chip, this study collected water meter image through the camera on hardware system. Firstly, we achieved the purpose of automatic identification through a series of image processing technology. Lastly, the designed algorithm was transplanted into hardware devices and tested. (As shown in figure 1) The advantages of the study are simply structure with high recognition rate and low cost. The identification process is mainly divided into two parts: image processing and water meter characters recognition.
2. RELATED WORK

Image processing is an important task, and it directly affects the recognition of the digital image. In the techniques of image processing, the main techniques that related to this study include image filtering, image enhancement, edge detection, image segmentation and image binarization, etc.

For example, based on the quality of image, image segmentation is divided into many concrete methods. In literature 1, it segmented digital image of water meter through counting the number of pixels in each row and column. In literature 2, it segmented digital image of water meter through vertical projection and horizontal projection. As for the image binarization, it is divided into fixed threshold method and adaptive threshold method. The literature [2-4] adopted adaptive threshold method. The literature 2 used cv adaptive threshold that was included in Opencv. The literature 3 used OTSU algorithm. And the literature 4 adopted three adaptive threshold methods. In the method of digital recognition, the literature [5, 6] adopted neural network recognition method [7, 8]. The literature 9 adopted template matching method to recognition. And the literature 10 improved template matching and used it to recognize.

In this paper, the methods that we used in image processing included image segmentation, image binarization, and image filtering. In the process of digital meter identification, we adopted the method of projection. Specific implementation process is shown in figure 2.

3. WATER METER IMAGE PRE-TREATMENT

Water meter image pre-processing is important to the character recognition. Image pre-treatment can significantly improve the quality of image and reduce noise. It is helpful for the extraction of image characteristics

3.1. Image segmentation

Because the images that were used in this study were collected through the installed cameras, the size of the image was relatively fixed. The collected water meter images had obvious border (shown in figure 3), so we segmented those pictures at a fixed point, and extracted the effective area (shown in figure 4).
3.2. Image binarization

The role of image binarization is to make the image black and white obviously. Binarization method is divided into fixed threshold method and adaptive threshold method. It is because the adaptability of fixed threshold method is poor that we generally use the adaptive threshold method.
In the study, the OTSU algorithm had simple calculation and it was not affected by the image brightness and contrast, so we used OTSU algorithm. After segmenting, the image was divided into five areas. We used the OTSU algorithm in the five areas separately for local binarization. The result is shown in figure 5.

![Figure 5 the effect after binarization](image)

3.3. Image filtering

Filtering can eliminate the noise points in the image. For binary image, we eliminate the image boundary, and then remove the small area into the isolated pixels. The result is shown in figure 6.

![Figure 6 after filtering](image)

4. DIGITAL SYMBOL RECOGNITION

There are many methods of digital symbol recognition, such as template matching, neural network recognition, statistical method and fuzzy theory method, etc.

In the research, digital symbol recognition is divided into full-word recognition, half-word recognition and logic recognition. Projection method was used in this paper. This method makes the digital project, and then, matches the projection curve with template curve. Finally, it outputs the number which has the minimum error. Because numbers 5, 6, 8 and 9 have higher similarity in this method, connected domain method was used in the two-times recognition. The connected domain method uses the number of connected domain and the location of connected domain to recognition.

Figure 7 is the projection curve of 0-9. As for every number, I selected four samples. From figure 7, we can see that the numbers 5, 6, 8 and 9 have similar characteristics. Other digital have obvious characteristics and the projection curve at the same digital has good consistency. Therefore, projection method has good ability to recognize. As for the problem that the projection method is not applicable in the numbers 5, 6, 8 and 9, we put forward the connected domain method. The method can solve the problem.
5. **HALF-WORD RECOGNITION**

In the above recognition method, the accuracy of full-word recognition is close to 100%. As for the half-word recognition, it was always the difficulty of the study. The common methods are template matching method, and neural network recognition method, etc. Literature 11 was studied specifically for half-word recognition. The half-word is composed of one long and one short, the algorithm is just calculated the longer half-word, and the shorter one was not considered.
In my paper, I improved the template matching method based on the projection method of full-word recognition. (The image of half-word is shown in figure 8) I reserved the long part and the short part, and then, I used the method of projection on them respectively. Finally, I analysed the matching result and recognized the digital according to the logical continuity.

Table 1 is the matched data of the half-word in figure 8. In matched data in the above part, the number 3 has the minimum error. In matched data of the below part, the number 4 has the minimum error. Because of the number 3 and the number 4 have continuity in logic, they can recognize correctly.

Table 1 the matched data of the half-word in figure 8

<table>
<thead>
<tr>
<th>match object</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>error (above)</td>
<td>3.5</td>
<td>5.8</td>
<td>4.4</td>
<td>1.6</td>
<td>4.9</td>
<td>4.0</td>
<td>3.0</td>
<td>5.4</td>
<td>3.6</td>
<td>4.1</td>
</tr>
<tr>
<td>error (below)</td>
<td>7.2</td>
<td>6.4</td>
<td>6.2</td>
<td>5.3</td>
<td>1.5</td>
<td>6.6</td>
<td>6.3</td>
<td>5.7</td>
<td>5.7</td>
<td>6.5</td>
</tr>
</tbody>
</table>

6. LOGIC IDENTIFY

Aiming at several half-word in figure 9, there is needed to adopt logical identification. When the image appears more than one half-word, if we only recognize the longer half-word, there will be a cross recognition (as shown in figure 9, those images may be recognized to 310 and 300) and cause errors. So we need to combine the continuity of digital to recognize. The method not only saves the calculation time, but also improves the recognition accuracy.

The recognition results of some typical half-word are shown in figure 10. The above of the image is original image, the lower left corner is the processed image, and the lower right is recognition results.
7. CONCLUSIONS

This study used the projection method as the main means of digital recognition. In addition, we put forward the connected domain method and logical identification method in half-word. In this paper, the scheme of automatic recognition of digital water meter has good results, especially for the difficulty recognition of half-word. What is more, this study adopts the DSP chip. Through combination with embedded technology, making this study has practical application value. Through testing, the method that mentioned in this paper obtained a good accuracy. The recognition accuracy can reach above 95%. The method is simple and effective, and can be used to replace artificial meter reading. It overcomes the disadvantages of manual meter reading and has good practical value.
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ABSTRACT

Evolution of visual object recognition architectures based on Convolutional Neural Networks & Convolutional Deep Belief Networks paradigms has revolutionized artificial Vision Science. These architectures extract & learn the real world hierarchical visual features utilizing supervised & unsupervised learning approaches respectively. Both the approaches yet cannot scale up realistically to provide recognition for a very large number of objects as high as 10K. We propose a two level hierarchical deep learning architecture inspired by divide & conquer principle that decomposes the large scale recognition architecture into root & leaf level model architectures. Each of the root & leaf level models is trained exclusively to provide superior results than possible by any 1-level deep learning architecture prevalent today. The proposed architecture classifies objects in two steps. In the first step the root level model classifies the object in a high level category. In the second step, the leaf level recognition model for the recognized high level category is selected among all the leaf models. This leaf level model is presented with the same input object image which classifies it in a specific category. Also we propose a blend of leaf level models trained with either supervised or unsupervised learning approaches. Unsupervised learning is suitable whenever labelled data is scarce for the specific leaf level models. Currently the training of leaf level models is in progress; where we have trained 25 out of the total 47 leaf level models as of now. We have trained the leaf models with the best case top-5 error rate of 3.2% on the validation data set for the particular leaf models. Also we demonstrate that the validation error of the leaf level models saturates towards the above mentioned accuracy as the number of epochs are increased to more than sixty. The top-5 error rate for the entire two-level architecture needs to be computed in conjunction with the error rates of root & all the leaf models. The realization of this two level visual recognition architecture will greatly enhance the accuracy of the large scale object recognition scenarios demanded by the use cases as diverse as drone vision, augmented reality, retail, image search & retrieval, robotic navigation, targeted advertisements etc.
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1. INTRODUCTION

Deep learning based vision architectures learn to extract & represent visual features with model architectures that are composed of layers of non-linear transformations stacked on top of each other [1]. They learn high level abstractions from low level features extracted from images utilizing supervised or unsupervised learning algorithms. Recent advances in training CNNs with gradient descent based backpropagation algorithm have shown very accurate results due to inclusion of rectified linear units as nonlinear transformation [2]. Also extension of unsupervised learning algorithms that train deep belief networks towards training convolutional networks have exhibited promise to scale it to realistic image sizes [4]. Both the supervised and unsupervised learning approaches have matured and have provided architectures that can successfully classify objects in 1000 & 100 categories respectively. Yet both the approaches cannot be scaled realistically to classify objects from 10K categories.

The need for large scale object recognition is ever relevant today with the explosion of the number of individual objects that are supposed to be comprehended by artificial vision based solutions. This requirement is more pronounced in use case scenarios as drone vision, augmented reality, retail, image search & retrieval, industrial robotic navigation, targeted advertisements etc. The large scale object recognition will enable the recognition engines to cater to wider spectrum of object categories. Also the mission critical use cases demand higher level of accuracy simultaneously with the large scale of objects to be recognized.

In this paper, we propose a two level hierarchical deep learning architecture that achieves compelling results to classify objects in 10K categories. To the best of our knowledge the proposed method is the first attempt to classify 10K objects utilizing a two level hierarchical deep learning architecture. Also a blend of supervised & unsupervised learning based leaf level models is proposed to overcome labelled data scarcity problem. The proposed architecture provides us with the dual benefit in the form of providing the solution for large scale object recognition and at the same time achieving this challenge with greater accuracy than being possible with a 1-level deep learning architecture.

2. RELATED WORKS

We have not come across any work that uses 2-level hierarchical deep learning architecture to classify 10K objects in images. But object recognition on this large scale using shallow architectures utilizing SVMs is discussed in [5]. This effort presents a study of large scale categorization with more than 10K image classes using multi-scale spatial pyramids (SPM) [14] on bag of visual words (BOW) [13] for feature extraction & Support Vector Machines (SVM) for classification.

This work creates ten different datasets derived from ImageNet each with 200 to 10,000 categories. Based on these datasets it outlines the influence on classification accuracy due to different factors like number of labels in a dataset, density of the dataset and the hierarchy of labels in a dataset. The methods are proposed which provide extended information to the classifier on the relationship between different labels by defining a hierarchical cost. This cost is calculated as the height of the lowest common ancestor in WordNet. Classifiers trained on loss function using the hierarchical cost can learn to differentiate and predict between similar
categories when compared to those trained on 0-1 loss. The error rate for the classification of entire 10K categories is not conclusively stated in this work.

3. PROBLEM STATEMENT

Supervised learning based deep visual recognition CNN architectures are composed of multiple convolutional stages stacked on top of each other to learn hierarchical visual features [1] as captured in Figure 1. Regularization approaches such as stochastic pooling, dropout, data augmentation have been utilized to enhance the recognition accuracy. Recently the faster convergence of these architectures is attributed to the inclusion of Rectified Linear Units [ReLU] nonlinearity into each of the layer with weights. The state of the art top 5 error rate reported is 4.9% for classification into 1K categories [6] that utilizes the above mentioned generic architectural elements in 22 layers with weights.

Unsupervised learning based architecture model as convolutional DBN learns the visual feature hierarchy by greedily training layer after layer. These architectures have reported accuracy of 65.4% for classifying 101 objects [4].

Both the architectures are not yet scaled for classification of 10K objects. We conjecture that scaling a single architecture is not realistic as the computations will get intractable if we utilize deeper architectures.

Figure 1. Learning hierarchy of visual features in CNN architecture
4. PROPOSED METHOD

We employ divide & conquer principle to decompose the 10K classification into root & leaf level distinct challenges. The proposed architecture classifies objects in two steps as captured below:

1. Root Level Model Architecture: In the first step the root i.e. the first level in architectural hierarchy recognizes high level categories. This very deep vision architectural model with 14 weight layers [3] is trained using stochastic gradient descent [2]. The architectural elements are captured in the table 1.

2. Leaf Level Model Architecture: In the second step, the leaf level recognition model for the recognized high level category is selected among all the leaf models. This leaf level model is presented with the same input object image which classifies it in a specific category. The leaf level architecture in the architectural hierarchy recognizes specific objects or finer categories. This model is trained using stochastic gradient descent [2]. The architectural elements are captured in the table 2.

CDBN based leaf level models can be trained with unsupervised learning approach in case of scarce labelled images [4]. This will deliver a blend of leaf models trained with supervised & unsupervised approaches. In all a root level model & 47 leaf level models need to be trained. We use ImageNet10K dataset [5], which is compiled from 10184 synsets of the Fall-2009 release of ImageNet. Each leaf node has at least 200 labelled images which amount to 9M images in total.

5. SUPERVISED TRAINING

In vision the low level features [e.g. pixels, edge-lets, etc.] are assembled to form high level abstractions [e.g. edges, motifs] and these higher level abstractions are in turn assembled to form further higher level abstractions [e.g. object parts, objects] and so on. Substantial number of the recognition models in our two-level hierarchical architecture is trained utilizing supervised training. The algorithms utilized for this method are referred to as error-back propagation.
algorithm. These algorithms require significantly high number of labelled training images per object category in its data set.

5.1. CNN based Architecture

CNN is a biologically inspired architecture where multiple trainable convolutional stages are stacked on the top of each other. Each CNN layer learns feature extractors in the visual feature hierarchy and attempts to mimic the human visual system feature hierarchy manifested in different areas of human brain as V1 & V2 [10]. Eventually the fully connected layers act as a feature classifier & learn to classify the extracted features by CNN layers into different categories or objects. The fully connected layers can be likened to the V4 area of the brain which classifies the hierarchical features as generated by area V2.

The root level & the leaf level CNN models in our architecture are trained with supervised gradient descent based backpropagation method. In this learning method, the cross entropy objective function is minimized with the error correction learning rule/mecanism. This mechanism computes the gradients for the weight updates of the hidden layers by recursively computing the local error gradient in terms of the error gradients of the next connected layer of neurons. By correcting the synaptic weights for all the free parameters in the network, eventually the actual response of the network is moved closer to the desired response in statistical sense.

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Type</th>
<th>Input Size</th>
<th>#kernels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Convolutional</td>
<td>225 x 225 x 3</td>
<td>3 x 3 x 3</td>
</tr>
<tr>
<td>2</td>
<td>Max Pool</td>
<td>223 x 223 x 64</td>
<td>3 x 3</td>
</tr>
<tr>
<td>3</td>
<td>Convolutional</td>
<td>111 x 111 x 64</td>
<td>3 x 3 x 64</td>
</tr>
<tr>
<td>4</td>
<td>Convolutional</td>
<td>111 x 111 x 128</td>
<td>3 x 3 x 128</td>
</tr>
<tr>
<td>5</td>
<td>Max Pool</td>
<td>111 x 111 x 128</td>
<td>3 x 3</td>
</tr>
<tr>
<td>6</td>
<td>Convolutional</td>
<td>55 x 55 x 128</td>
<td>3 x 3 x 128</td>
</tr>
<tr>
<td>7</td>
<td>Convolutional</td>
<td>55 x 55 x 256</td>
<td>3 x 3 x 256</td>
</tr>
<tr>
<td>8</td>
<td>Max Pool</td>
<td>55 x 55 x 256</td>
<td>3 x 3</td>
</tr>
<tr>
<td>9</td>
<td>Convolutional</td>
<td>27 x 27 x 256</td>
<td>3 x 3 x 256</td>
</tr>
<tr>
<td>10</td>
<td>Convolutional</td>
<td>27 x 27 x 384</td>
<td>3 x 3 x 384</td>
</tr>
<tr>
<td>11</td>
<td>Convolutional</td>
<td>27 x 27 x 384</td>
<td>3 x 3 x 384</td>
</tr>
<tr>
<td>12</td>
<td>Max Pool</td>
<td>27 x 27 x 384</td>
<td>3 x 3</td>
</tr>
<tr>
<td>13</td>
<td>Convolutional</td>
<td>13 x 13 x 384</td>
<td>3 x 3 x 384</td>
</tr>
<tr>
<td>14</td>
<td>Convolutional</td>
<td>13 x 13 x 512</td>
<td>3 x 3 x 512</td>
</tr>
<tr>
<td>15</td>
<td>Convolutional</td>
<td>13 x 13 x 512</td>
<td>3 x 3 x 512</td>
</tr>
<tr>
<td>16</td>
<td>Max Pool</td>
<td>13 x 13 x 512</td>
<td>3 x 3</td>
</tr>
<tr>
<td>17</td>
<td>Convolutional</td>
<td>7 x 7 x 512</td>
<td>1 x 1 x 512</td>
</tr>
<tr>
<td>18</td>
<td>Full-Connect</td>
<td>12544</td>
<td>4096</td>
</tr>
<tr>
<td>19</td>
<td>Full-Connect</td>
<td>4096</td>
<td>2048</td>
</tr>
<tr>
<td>20</td>
<td>Full-Connect</td>
<td>2048</td>
<td>128</td>
</tr>
<tr>
<td>128-Softmax</td>
<td></td>
<td>128</td>
<td></td>
</tr>
</tbody>
</table>

5.2. Architectural Elements

Architectural elements for the proposed architecture are:
• **Enhanced Discriminative Function:** We have chosen deeper architectures & smaller kernels for the root & leaf models as they make the objective function more discriminative. This can be interpreted as making the training procedure more difficult by making it to choose the feature extractors from higher dimensional feature space.

• **ReLU Non-linearity:** We have utilized ReLU nonlinearities as against sigmoidal i.e. non-saturating nonlinearities in each layer as it reduces the training time by converging upon the weights faster [2].

• **Pooling:** The output of convolutional-ReLU combination is fed to a pooling layer after alternative convolutional layers. The output of the pooling layer is invariant to the small changes in location of the features in the object. The pooling method used is either max-pooling OR stochastic pooling. Max Pooling method averages the output over the neighborhood of the neurons where-in the pooling neighborhoods can be overlapping or non-overlapping. In majority of the leaf models we have used Max Pooling approach with overlapping neighborhoods.

Alternatively we have also used Stochastic Pooling method when training for few models. In Stochastic Pooling the output activations of the pooling region are randomly picked from the activations within each pooling region, following multinomial distribution. This distribution is computed from the neuron activation within the given region [12]. This approach is hyper parameter free. The CNN architecture for stochastic pooling technique is captured in table 3.

• **Dropout:** With this method the output of each neuron in fully connected layer is set to zero with probability 0.5. This ensures that the network samples a different architecture when a new training example is presented to it. Besides this method enforces the neurons to learn more robust features as it cannot rely on the existence of the neighboring neurons.

Table 2. CNN architecture layers [L] with architectural elements for leaf level visual recognition architecture with Max pooling strategy

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Type</th>
<th>Input Size</th>
<th>#kernels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Convolutional</td>
<td>225 x 225 x 3</td>
<td>7 x 7 x 3</td>
</tr>
</tbody>
</table>
Table 3. CNN architecture layers [L] with architectural elements for leaf level visual recognition architecture with stochastic pooling strategy

<table>
<thead>
<tr>
<th>Layer No.</th>
<th>Type</th>
<th>Input Size</th>
<th>#kernels</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Convolutional</td>
<td>225 x 225 x 3</td>
<td>7 x 7 x 3</td>
</tr>
<tr>
<td>2</td>
<td>Stochastic Pool</td>
<td>111 x 111 x 64</td>
<td>3 x 3</td>
</tr>
<tr>
<td>3</td>
<td>Convolutional</td>
<td>55 x 55 x 64</td>
<td>3 x 3 x 64</td>
</tr>
<tr>
<td>4</td>
<td>Convolutional</td>
<td>55 x 55 x 128</td>
<td>3 x 3 x 128</td>
</tr>
<tr>
<td>5</td>
<td>Stochastic Pool</td>
<td>55 x 55 x 128</td>
<td>3 x 3</td>
</tr>
<tr>
<td>6</td>
<td>Convolutional</td>
<td>27 x 27 x 128</td>
<td>3 x 3 x 128</td>
</tr>
<tr>
<td>7</td>
<td>Convolutional</td>
<td>27 x 27 x 256</td>
<td>3 x 3 x 256</td>
</tr>
<tr>
<td>8</td>
<td>Stochastic Pool</td>
<td>27 x 27 x 256</td>
<td>3 x 3</td>
</tr>
<tr>
<td>9</td>
<td>Convolutional</td>
<td>13 x 13 x 256</td>
<td>3 x 3 x 256</td>
</tr>
<tr>
<td>10</td>
<td>Convolutional</td>
<td>13 x 13 x 384</td>
<td>3 x 3 x 384</td>
</tr>
<tr>
<td>12</td>
<td>Stochastic Pool</td>
<td>13 x 13 x 384</td>
<td>3 x 3</td>
</tr>
<tr>
<td>13</td>
<td>Convolutional</td>
<td>7 x 7 x 384</td>
<td>1 x 1 x 384</td>
</tr>
<tr>
<td>14</td>
<td>Full-Connect</td>
<td>6272</td>
<td>2048</td>
</tr>
<tr>
<td>15</td>
<td>Full-Connect</td>
<td>2048</td>
<td>2048</td>
</tr>
<tr>
<td>16</td>
<td>Full-Connect</td>
<td>2048</td>
<td>256</td>
</tr>
<tr>
<td></td>
<td>256-Softmax</td>
<td>256</td>
<td></td>
</tr>
</tbody>
</table>

5.3. Training Process

We modified libCCV open source CNN implementation to realize the proposed architecture which is trained on NVIDIA GTX™ TITAN GPUs. The root & leaf level models are trained using stochastic gradient descent [2].

The leaf models are trained as batches of 10 models per GPU on the two GPU systems simultaneously. The first 4 leaf models were initialized and trained from scratch for 15 epochs with learning rate of 0.01, and momentum of 0.9. The rest of the leaf models are initialized from the trained leaf models and trained with learning rate as 0.001. The root model has been trained for 32 epochs with learning rate of 0.001, after having been initialized from a similar model trained on ImageNet 1K dataset.

It takes 10 days for a batch of 20 leaf models to train for 15 epochs. Currently the root model and 25/47 leaf models have been trained in 5 weeks. Full realization of this architecture is in progress and is estimated to conclude by second week of September’15

6. UNSUPERVISED TRAINING

Statistical Mechanics has inspired the concept of unsupervised training fundamentally. Specifically statistical mechanics forms the study of macroscopic equilibrium properties of large system of elements starting from the motion of atoms and electrons. The enormous degree of freedom as necessitated by statistical mechanics foundation makes the use of probabilistic methods to be the most suitable candidate for modelling features that compose the training data sets [9].
6.1. CDBN based Architecture

The networks trained with statistical mechanics fundamentals model the underlying training dataset utilizing Boltzmann distribution. To obviate the painfully slow training time as required to train the Boltzmann machines, multiple variants of the same have been proposed where the Restricted Boltzmann Machine [RBM] is the one that has provided the best possible modelling capabilities in minimal time. The resulting stacks of RBM layers are greedily trained layer by layer [4] resulting in the Deep Belief Networks [DBN] that successfully provides the solution to image [1-4], speech recognition [8] and document retrieval problem domains.

DBN can be described as multilayer generative models that learn hierarchy of non-linear feature detectors. The lower layer learns lower level features which feeds into the higher level and help them learn complex features. The resulting network maximizes the probability that the training data is generated by the network. But DBN has its own limitations when scaling to realistic image sizes [4]. First difficulty is to be computationally tractable with increasing image sizes. The second difficulty is faced with lack of translational invariance when modelling images.

To scale DBN for modelling realistic size images the powerful concept of Convolutional DBN [CDBN] had been introduced. CDBN learns feature detectors that are translation invariant i.e. the feature detectors can detect the features that can be located at any location in an image.

We perform the block Gibbs sampling using conditional distribution as suggested in [4] to learn the convolutional weights connecting the visible and hidden layers where \( v \) and \( h \) are activations of neurons in visible & hidden layers respectively. Also \( b_j \) are hidden unit biases and \( c_i \) are visible unit biases. \( W \) forms the weight matrix connecting the visible and hidden layer. The Gibbs sampling is conducted utilizing (1) & (2).

\[
P(h_{ij} = 1 | v) = \text{sigmoid}((W \ast v)_{ij} + b_j) \quad (1)
\]

\[
P(v_{ij} = 1 | h) = \text{sigmoid}(\sum W \ast v_{ij} + c_i) \quad (2)
\]

The weights such learnt give us the layers for Convolutional RBMs [CRBM]. The CRBMs can be stacked on top of each other to form CDBN. We had probabilistic Max Pooling layers after convolutional layers [4]. MLP is introduced at the top to complete the architecture. This concept is captured in Figure 3.

We train the first two layers in the leaf architecture with unsupervised learning. Later we abandon unsupervised learning and use the learnt weights in the first two layers to initialize the weights in CNN architecture. The CNN architecture weights are then fine-tuned using backpropagation method. The architecture used for training with unsupervised learning mechanism is same as captured in table 2. Also a two-level hierarchical deep learning architecture can be constructed entirely with CDBN as depicted in Figure 4.
6.2. Training Process

We have used Contrastive Divergence CD-1 mechanism to train the first two layers of the architecture as specified for unsupervised learning. The updates to the hidden units in the positive phase of CD-1 step were done with sampling rather than using the real valued probabilities. Also we had used mini-batch size of 10 when training.

We had monitored the accuracy of the training utilizing –

1. Reconstruction Error: It refers to the squared error between the original data and the reconstructed data. While it does not guarantee accurate training, but during the course of training it should generally decrease. Also, any large amount of increase suggests the training is going wrong.

2. Printing learned Weights: The learned weights needs to be eventually visualized as oriented, localized edge filters. Printing weights during training helps identify whether the weights are “approaching” that filter-like shape.

When the ratio of variance of reconstructed data to variance of input image exceeds 2, we decrease the learning rate by factor of 0.9 and reset the values of weights and hidden bias updates to ensure that weights don’t explode. The initial momentum was chosen to be 0.5 which is increased finally to 0.9. The initial learning rate is chosen to be 0.1.
7. **TWO-LEVEL HIERARCHY CREATION**

The 2-level hierarchy design for classification of 10K objects categories requires decision making on the following parameters –

1. Number of leaf models to be trained and
2. Number of output nodes in each leaf model.

To decide these parameters, we first build a hierarchy tree out of the 10184 synsets (classes) in ImageNet10K dataset (as described in section 7.1). Then using a set of thumb-rules (described in section 7.2), we try to split and organize all the classes into 64 leaf models, each holding a maximum of 256 classes.

### 7.1. Building Hierarchical Tree

Using the WordNet IS A relationship, all the synsets of ImageNet10K dataset are organized into a hierarchical tree. The WordNet ISA relationship is a file that lists the parent-child relationships between synsets in ImageNet. For example a line “n02403454 n02403740” in the relationship file refers to the parent synset to be n02403454 (cow) and child synset as n02403740 (heifer). However the ISA file can relate a single child to multiple parents, i.e. heifer is also the child of another category n01321854 (young mammal). As the depth of a synset in ImageNet hierarchy has no relationship to its semantic label, we focused on building the deepest branch for a synset. We utilized a simplified method that exploits the relationship between synset ID and depth; the deeper a category nXXX the larger its number XXX. Hence we used the parent category of *heifer* as *cow*, instead of *young mammal*.
The algorithm Htree as depicted in Figure 5a & 5b is used to generate the hierarchy tree. In this paper, the results from the ninth (9th) iteration are used as base tree. A sample illustration is captured in Figure 6.

7.2. Thumb-rules for Building Hierarchical Tree

From the Hierarchy tree, it is evident that the dataset is skewed towards the categories like flora, animal, fungus, natural objects, instruments etc. that are at levels closer to the tree root i.e. 80% of the synsets fall under 20% of the branches.

---

**Algorithm:** deepest_branch

**Finding the deepest branch for a synset**

- Input:
  - synset
  - WordNet_ISA.map
- parents := WordNet_ISA.map[synset]
- closest_parent := Max([XXX from nXXX of parents])
- branch := deepest_branch(closest_parent, WordNet_ISA.map)
- append closest_parent to branch
- return branch

---

Figure 5a. Pseudo-code for Hierarchy Tree Generation (HTree) Algorithm

**Algorithm:** Generate Hierarchy Tree for the Synsets in ImageNet10K, using deepest_branch algorithm.

- Input:
  - Synsets list
  - WordNet_ISA.map
- branches := []
- for each synset in synset.list
  - branch := deepest_branch(synset, WordNet_ISA.map)
  - append branch to branches
- depths := [len(branch) for branch in branches]
- max_depth := max(depths)
- for iter := [max_depth .. 1]
  - roll-up and merge leafs where depth = iter

---

Figure 5b. Pseudo-code for Hierarchy Tree Generation (HTree) Algorithm
Taking into account the number of models to be trained and the time & resources required for fine-tuning each model, the below thumb-rules were decided to finalize the solution parameters:

1. The ideal hierarchy will have 64 leaf models each capable of classifying 256 categories
2. The synsets for root and leaf level models have to be decided such that the hierarchy tree is as flat as possible
3. The total number of synsets in a leaf model should be less than 256 and
4. If leaf level models have more than 256 sub-categories under it, the remaining subcategories will be split or merged with another leaf.

7.3. Final Solution Parameters

The final solution parameters are as follows, 47 leaf models and with each leaf model classifying 200 – 256 synsets.

8. RESULTS

We formulate the root & leaf models into 2-level hierarchy. In all a root level model & 47 leaf level models need to be trained. Each leaf level model recognizes categories that range from 45 to 256 in numbers. We use ImageNet10K dataset [7], which is compiled from 10184 synsets of the Fall-2009 release of ImageNet.

Each leaf node has at least 200 labelled images which amount to 9M images in total. The top 5 error rates for 25 out of 47 leaf level models have been computed. The graph in Fig. 5 plots the top 5 errors of leaf models vis-à-vis the training epochs. We observe that when the leaf models are trained with higher number of training epochs the top 5 error decreases. The top 5 error rate for the complete 10K objects classification can be computed upon training of all the 47 models as required by the 2-level hierarchical deep learning architecture.
Training for classification of 10K objects with the proposed 2-level hierarchical architecture is in progress and is estimated to be completed by mid of September'15.

In this architecture, the root model & the 46/47 leaf models are based on CNN architecture and trained with supervised gradient descent.

Utilizing unsupervised learning we have trained a leaf model Leaf-4 that consists of man-made artifacts with 235 categories. The model for Leaf-4 is CDBN based architecture as described in Section 6. We have trained the first layer of this CDBN architecture with contrastive divergence (CD-1) algorithm. Later on the first layer weights are utilized to initialize the weights for leaf-4 model in supervised setting. The same are then fine-tuned with back-propagation utilizing supervised learning. The feature extractors or kernels learnt with supervised & unsupervised learning are captured in Fig. 7.

We intend to compute the top 5 error rates for categories using the algorithm as captured in the Fig. 9. Figures 10 – 13 depict the Top-5 classification results using this 2-level hierarchical deep learning architecture. From top-left, the first image is the original image used for testing. The remaining images represent the top-5 categories predicted by the hierarchical model, in descending order of their confidence.

9. CONCLUSIONS

The top-5 error rate for the entire two-level architecture is required to be computed in conjunction with the error rates of root & leaf models. The realizations of this two level visual recognition architecture will greatly simply the object recognition scenario for large scale object recognition problem. At the same time the proposed two level hierarchical deep learning architecture will help enhance the accuracy of the complex object recognition scenarios significantly that otherwise would not be possible with just 1-level architecture.
The trade off with the proposed 2-level architecture is the size of the hierarchical recognition model. The total size of the 2-level recognition models including the root & leaf models amounts to approximately 5 GB. This size might put constraints towards executing the entire architecture on low-end devices. The same size is not a constraint when executed with high end device or cloud based recognition where RAM size is higher. Besides we can always split the 2-level hierarchical model between device & cloud which paves the way for object recognition utilizing the novel device-cloud collaboration architectures.

The proposed 10K architecture will soon be available for classifying large scale objects. This breakthrough will help enable applications as diverse as drone vision, industrial robotic vision, targeted advertisements, augmented reality, retail, robotic navigation, video surveillance, search & information retrieval from multimedia content etc. The hierarchical recognition models can be deployed and commercialized in various devices like Smart phones, TV, Home Gateways and VR head set for various B2B and B2C use cases.

Algorithm 1: Error eval. algorithm for 10K 2-level Hierarchical architecture

- Input:
  - ROOT.model, LEAF[1-N].model, LID_GID.map
  - ROOT Test Data: \{GID, RID, X\}*, where
    - GID is the global synset ID [1-10184]
    - RID is the root category [1-47]
    - X is the input image
- top5_error = 0
- For each test in \{GID, RID, X\}^*
  - rootTop5 := classify(ROOT.model, X) where rootTop5: \{RID, RCONF\}
  - For each RID in rootTop5:
    - leafTop5[RID] := classify(LEAF[RID].model, X) where leafTop5: \{LID, LCONF\}
    - leafTop5[RID].LCONF += rootTop5.RCONF
  - sort leafTop5 in DESC
  - Map each LID in leafTop5 to GID using LID_GID.map
  - If test.GID not in leafTop5
    - Increment top5_error
- COMPUTE top5_error in %age

Figure 9. Algorithm to compute top 5 error rates for 10K categories as evaluated by 2-level hierarchical deep learning algorithm
Figure 10. The test image belongs to Wilson’s warbler. The predicted categories in order of confidence are a) Yellow Warbler b) Wilsons Warbler c) Yellow Hammer d) Wren, Warbler e) Audubon’s Warbler

Figure 11. The test image belongs to fruit Kumquat. The predicted categories in order of confidence are a) Apricot b) Loquat c) Fuyu Persimmon d) Golden Delicious e) Kumquat

Figure 12. The test image belongs to Racing Boat. The top-5 predicted categories are a) Racing Boat b) Racing shell c) Outrigger Canoe d) Gig e) Rowing boat
Figure 13. The test image belongs to category Oak. The top-5 predicted categories are a) Live Oak b) Shade Tree c) Camphor d) Spanish Oak
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ABSTRACT

Mobile ad hoc network is a wireless, self-configured, infrastructure less network of mobile nodes. The nodes are highly mobile, which makes the application running on them face network related problems like node failure, link failure, network level disconnection, scarcity of resources, buffer degradation, and intermittent disconnection etc. Node failure and Network fault are need to be monitored continuously by supervising the network status. Node monitoring protocol is crucial, so it is required to test the protocol exhaustively to verify and validate the functionality and accuracy of the designed protocol. This paper presents a validation model for Node Monitoring Protocol using Specification and Description Language (SDL) using both Static Agent (SA) and Mobile Agent (MA). We have verified properties of the Node Monitoring Protocol (NMP) based on the global states with no exits, deadlock states or proper termination states using reachability graph. Message Sequence Chart (MSC) gives an intuitive understanding of the described system behaviour with varying node density and complex behaviour etc.

KEYWORDS
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1. INTRODUCTION

Node Monitoring is one the important task of fault management in networks, where Mobile Agents have proved that they are very efficient in node monitoring[1]. The usage of Mobile Agents gives the solution to the scalable problem in centralized network management[2]. Mobile Agents plays a vital role in node monitoring process. Agents carry out management function in an autonomous and efficient way[3]. This paper presents a formal model of the Node Monitoring Protocol based on SDL using the Finite State Model. Formal description using SDL specifies the functional operation of the protocol and also helps in detecting design errors like deadlock, livelock, unspecified reception, non-executable interactions, etc. The rest of the paper is organized as follows. Section 2 discusses on Significance of Node Monitoring Protocol (NMP) in Ubiquitous environment. Section 3 presents Formal SDL specification of NMP. Section 4. illustrates validation of NMP for various design errors like deadlock, unspecified reception, livelocks, etc. Section 5 presents Validation results of NMP using reachability graph. Section 6 draws the conclusion.
2. SIGNIFICANCE OF NODE MONITORING PROTOCOL IN UBIQUITOUS ENVIRONMENT

In a Ubiquitous Network, accurate and efficient monitoring of dynamically changing environment is very important in order to obtain the seamless transparency within mobile devices [4]. Monitoring resource allocation scheme for the Unodes, i.e., nodes running a ubiquitous application in a ubiquitous network is very important to check their Quality of Service. Static and Mobile Agent, based technology can provide a good framework to develop monitoring systems for ubiquitous network environment, since it can do complicated works on behalf of a node independently and transparently [5]. Static Agent sends a request to Mobile Agent to collect raw resource information from the nodes like some of the health conditions like node failure, link failure, misbehaviour of the nodes in the network and to report the monitored results to them. Solution for entering the recovery upon validation is worked out that maintains the health of Node Monitoring Protocol [6].

2.1. Finite State Machine Formalism of Node Monitoring Protocol

An Finite State Machine M, is a 5-tuple \( A = (I, O, S, T, F) \) where I is the Input, O is the output and S is the states and F is the finite sets. The main system which runs at the central node, where Static Agent is deployed for collection of network status information. The Mobile monitoring system is status monitoring segment, which runs in the migrated Mobile Agents. Figure 1 shows the State transition sequence that illustrates that NMP is capable of delivering data without duplication and in right order. Initially Static Agent which resides in the main segment in idle state then if requests arise, creates Mobile Agent and dispatches sending request \( M_{req} \) to monitor the status of the node, initiating the timer. Even if channel loses \( M_{req} \), time out occurs triggering retransmission. and time channel correctly delivers the message. Now Mobile agent sends Request to Node 1 and in case channel loses the Request, Time out occurs and retransmission of the data takes place. Request goes to Node 1 and Mobile Agent monitors the node collects the status of the Node like node failure, link failure, energy level, throughput etc, and delivers to the Static Agent and goes into idle state again. Many important properties of requirement specifications can be checked during requirements capture. First of all, requirements characterizing the total behavior of a system may be expressed in terms of temporal modalities (dynamic requirements) including safety and liveness conditions.

![Figure 1: Formal FSM specification of NMP](image)
2.2. NMP Functioning

**Liveness property:** In system verification and model checking, liveness properties are requirements that something good must eventually happen. For example, with every request from Static Agent, Node status should be collected by Mobile Agent and protocol should terminate successfully.

**Safety property:** Bad things will not happen. For example, Node Monitoring Protocol should operate properly. MSC shows the behavior of the normal Node Monitoring Protocol as shown in the figure 2. We chose to rely on the FSM formalism because it suits very well to the analysis of data flows and allows to put constraints on the variables of the transitions.

![Figure 2: Message Sequence chart showing expected communication between various entities](image)

**Proof of Liveness Property**

Liveness property is taken care in design process; they include termination of the protocol. From above transition state, we observe that message \( M_{req} \) and Response are transmitted from and to Static Agent respectively even under the conditions of frame and acknowledgement loss and NMP returns to its terminator state. Hence Specified messages have been transmitted and received correctly.

2.3. Verification of NMP

We manually derived the EFSM directly from the IETF specification. The verification process consists to map the traces of I/O events (messages received and sent) recorded on each node, with the specification. As seen in Figure 3, \( C_1 \) is the outgoing channel of the Static Agent and \( C_2 \) is the outgoing channel of the Mobile Agent.

**Proof of Liveness Property**

Liveness property is taken care in design process; they include termination of the protocol. From above transition state, we observe that message \( M_{req} \) and Response are transmitted from and to Static Agent respectively even under the conditions of frame and acknowledgement loss and NMP returns to its terminator state. Hence Specified messages have been transmitted and received correctly.
Proof of Safety properties

From transitions, we can see handling of lost frames and Acknowledgement are done by retransmission and no redundancy has occurred by sending two duplicates of the same message. Hence safety property.

3. FORMAL SPECIFICATION OF NODE MONITORING PROTOCOL USING SDL

We choose SDL (Specification and Description Language) as the target language because it supports more highly-detailed design, so that code automatically generated from the specification can be a much more complete implementation of the system compared to the code generated by
UML. The syntax and semantics of SDL are formally defined, standardized, and maintained by the International Telecommunication Union. Its goal is to specify the behavior of a system from the representation of its functional aspects. The top level of an SDL specification is a system agent consisting of two sub-agents, Static agent and Mobile agent. Blocks of the node monitoring protocol are used to define a system structure as shown in figure 4. We have considered 4 blocks, Static Agent, Mobile Agent, Node 1 and Node 2 as shown in figure 5. Process specifies the behavior of a system from the representation of its functional aspects. We have shown the behavior of the processes of Mobile Agent process, Static Agent process, Node1 process and Node2 process as shown in figures 6, 7, 8 and 9 respectively. Signal routes transfer signal immediately while channels may be delaying. The signal specification identifies the name of the signal type and the sorts of the parameters to be carried by the signal such as Mreq, resp, req, inforequest1, inforequest2, inforesponse1, inforesponse2. As seen in the SDL model, SA behavior is expressed as a process which exists in a state, waiting for an input (event) triggered from environment. When Mreq signal is sent from environment, SA locates Mobile Agent and sends a request to collect health of the nodes. We have considered two Nodes N1 and N2 in our case. Mobile Agent interacts with the nodes and gets node information back to Static Agent. We have to note that such a specification may contain few errors during its design even from the requirements. For this reason, we have used model checking technique like generating Message sequence chart in order to verify our specification. Indeed, before validating an implementation we need to make sure that the used specification corresponds to the requirements. Simulation was done to verify that specification is free from deadlocks and live-locks within simulated space. Presence of such dead-locks or livelocks reveals that Node monitoring protocol system does not behave as expected that can be monitored using Message sequence chart that is generated after simulation. MSCs are another valuable description technique for visualizing and specifying inter-system, asynchronous component interaction[7]. MSC strength lies in their ability to describe communication between cooperating processes. There are arrows representing messages passed from a sending to a receiving process.

Figure 5: Blocks of Node Monitoring protocol using SDL
Figure 6: Process Static Agent Of Node Monitoring Protocol Using SDL

Figure 7: Process Mobile Agent of Node Monitoring Protocol Using SDL
4. Validation of Node Monitoring Protocol

Failures may also arise at run-time, for example, because of the loss of network connectivity, node failure, link failure etc. The design of the framework must ensure its ability to hold good under increasing load, increasing complexity of requests and increasing size of resulting composite services[8]. Validation ensures that the protocol specifications will not get into protocol design errors. (Deadlock, unspecified reception, livelock etc). We have used Message sequence charts for validation of Node Monitoring Protocol. MSCs were used to identify different kinds of errors like Deadlock, unreachable states, livelocks etc.

4.1. Deadlock

Deadlock is a scenario, whereby state machines cannot progress to another state because they are waiting for an event that will never occur. Static Agent sends creates Mobile Agent and dispatches, due to the failure of the node, Mobile Agent does not respond to the request of Static Agent. Static Agent waits for random time and time out occurs and again sends request to Static Agent and again goes to wait state. So both the state machines cannot progress further waiting for event to occur that never happens. Hence Deadlock occurs as seen in figure 10. Referring to the
Message sequence chart, we can see that Static agent send the request to Mobile Agent. Due to failure of Mobile Agent node, it does not respond. Static agent waits for certain time. Time out occurs and again new request is sent from Static Agent and again goes to wait process expecting Mobile agent to respond, which does not happen. So state machines cannot progress further waiting for event to occur, that never happens. Hence Dead lock occurs. Figure 11 shows the MSC of NMP that indicates Deadlock, where 2 process cannot progress further waiting event to occur.

![Figure 10: Deadlock error in Node Monitoring protocol](image)

![Figure 11: Message Sequence chart showing Dead Lock error in NMP](image)

### 4.2 Unspecified Reception:

Use of timers may prevent deadlocks, but their use may result in states that are never reached if the specification is faulty[9]. In our simulation, When there was no request from environment, Static Agent is in idle state. Once the request comes from environment, Static Agent sends request to Mobile Agent. Mobile agent goes to Nodes and collects their status. In this case error will propagate because a generic deadlock timer expired that was unaware of the state specific actions to take at this point. So due to ambiguity, Static Agent is not in position to decide what state it should be, hence goes idle. Even through Mobile Agent is ready with node status, Static Agent is not a possible to accept the information as shown in figure 12. Figure 13. shows the
MSC indicating the unexpected state error due to ambiguity. Figure 12: Unexpected State error in NMP.

![Figure 12: Unexpected State error in NMP](image)

4.3. Data loss:

As indicated in figure 14, request from Node1 gets lost in channel and no response from Mobile Agent regarding status of the Node. Figure 15, shows that Request sent by Static Agent to Mobile Agent and request gets lost in the channel, Response comes from only from Node2 to Mobile Agent. Data loss occurs, when one or more packets of data travelling across a network fail to reach their destination. Data loss can be caused by a number of factors, including packet drop because of channel congestion, rejected corrupted packets, faulty networking hardware. As seen in the figure 16, it shows that the data loss increases if more number of packets are sent. Hence throughput will be less due to the number of retransmission.

![Figure 13: Message Sequence chart showing Unexpected State error in NMP](image)
Figure 14: Data Loss occurring in channel

Figure 15: Message Sequence chart showing Data Loss occurring in channel
4.4 Livelocks:

Liveloock is a scenario whereby sequences of messages is repeated in an endless loop as shown in figure 17. Without appropriate safety mechanisms livelock can consume all of the resources in a network. Livelocks can occur depending on the value of data, such as an entity forwarding a message to itself. MSC indicates, how sequence of messages are repeated in an endless manner as shown in figure 18.
5. VALIDATION RESULTS OF NMP USING REACHABILITY GRAPH

The most straightforward technique to validate a given network of two communicating FSMs is called state exploration. We have considered Node monitoring Network [Mobile Agent, Node] whose communicating FSMS sender machine and reaching machine are as shown in figure 19.

The exchanged messages between two machines have the following meaning:

- $M_{req}$ denotes a request sent to Mobile Agent from environment.
- $+M_{req}$ denotes positive acceptance of $M_{req}$.
- $-Req$ denotes a request sent from Mobile Agent to Node.
- $+Req$ denotes positive acceptance of request from Node.
- $-A_{req}$ Acknowledgement sent from Mobile Agent.
- $+A_{req}$ Positive Acknowledgement from Node to Mobile Agent.

In order to describe the behavior of our network, many processes have been specified and tested. Specification may contain errors like deadlock, unspecified reception, data loss etc. For this reason, using reachability analysis, we had to validate our specification. During validating FSM, we verified that specification had errors like deadlock, unspecified reception and one process terminated successfully.
6. SIMULATION AND RESULTS

Simulation was used in both protocol specification and validation using Cinderella SDL tool to conduct verification and validation of Node Monitoring Protocol. We simulated on five to fifteen nodes. It was found that various errors increases as the traffic on the network increased. Simulation results on data loss, deadlock error, unspecified error and performance of the protocol are summarized below.

6.1 Dead Lock

Deadlocks occur when two or more processes interfere with each other in such a way that the network as a whole eventually cannot proceed. Multiple processes, and multiple processes have always given rise to deadlocks of various kinds. Graph 20. shows Dead-lock error rate versus Number of processes. As the number of process increased, the deadlock error also increases.
6.2 Unspecified Error

Simulation was conducted on Cinderella SDL tool for 5, 10 and 15 nodes, we found that as the unspecified error increases delay increases as seen in the figure 21 and also we found that as the number of nodes increased unspecified reception error also increased as seen in figure 22.

6.3 NMP performance

NMP performance is an overall measure of the efficiency of the system's achievement in terms of rates and throughputs. The results of applying variation in data transmissions versus Error rate are drawn in figure 23, with two sets of settings. Curve 1 and 2 were for heavy data transmission rate and slower data transmission rate. The larger data transmission rate, more the error rate. This is due to messages are lost in the network. On the other hand, decreasing date rate below a certain value will discard reply messages that may arrive a bit later. The best choice of data transmission is that one with less errors as shown in figure 24. It is obvious that performance improves only when the bottleneck transition time is decreased.
Figure 22: Deadlock error vs number of Nodes

Figure 23: High Data transmission rates versus Error Rate
7. CONCLUSION

This paper has presented verification and validation model for the Node Monitoring protocol. It includes a formal specification of the protocol using Specification and Description Language and Message sequence charts a method and a tool for the automated test generation of scenarios. Validation checks for safety and liveness property of the protocol to check proper functioning and termination of protocol and validation model presents several advantages [10][11]. Reachability analysis was carried out to check the correctness properties of NMP. First, the design of a formal specification from which tests are generated contributes to eliminate design errors like Deadlock, unspecified receptions and livelocks and using SDL, it is shown that design flaws and ambiguity introduced in informally specified, textual protocols can be avoided if protocol is formally modelled.
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ABSTRACT

Basic group of visual techniques such as color, shape, texture are used in Content Based Image Retrievals (CBIR) to retrieve query image or sub region of image to find similar images in image database. To improve query result, relevance feedback is used many times in CBIR to help user to express their preference and improve query results. In this paper, a new approach for image retrieval is proposed which is based on the features such as Color Histogram, Eigen Values and Match Point. Images from various types of database are first identified by using edge detection techniques. Once the image is identified, then the image is searched in the particular database, then all related images are displayed. This will save the retrieval time. Further to retrieve the precise query image, any of the three techniques are used and comparison is done w.r.t. average retrieval time. Eigen value technique found to be the best as compared with other two techniques.
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1. INTRODUCTION

Key task of the computer science is always been the management of digital information. Years ago the data used to be in terms of numbers and [1] [4] [9] text; relational databases handled the storage and process of searching. But with the rapid growth of complex data types e.g. images, sound, videos, there is a need to research that suit our changing needs better. So in last two decades, a new approach data management has been studied extensively to address these requirements. In variety of application areas based on content based or on similarity searching has become fundamental computational task [18] which includes multimedia information retrieval, data mining, pattern recognition, data compression, biomedical databases, statistical data analysis. Rest of the paper is organized as follows. Section 2 illustrates frame work of CBIR,
section 3 explains various techniques used to implement the objective, section 4 will tabulate the result and finally section 5 draws the conclusion remark and future scope is discuss.

2. **CBIR FRAMEWORK**

Retrieval system proposed in this paper is described by the frame work or the block diagram as depicted in figure 1. This block diagram explains the flow of the proposed technique very easily which every reader can understand.

Image retrieval system can be conceptually described by the framework depicted in figure 1. In this article we survey how the user can formulate a query, which is the appropriate retrieval technique for various types of image database such as Face, Vehicle, Animal and Flower, how the matching can be done [4].

![Figure 1. Basic block diagram of CBIR](image1.png)

This paper proposes a technique of image retrieval which first identifies the type of image by using edge detection technique, as shown in fig.2. This step is essential when the images are from different format. When the type of query image is known, then system will search the query image in that particular data type only which will save search time substantially. Query image will be searched precisely by using either of the three image retrieval techniques, Color Histogram, Eigen values base and Match point base.

![Figure 2. Image and its Edge](image2.png)
3. IMPLEMENTATION TECHNIQUES

3.1 Eigen Values:

The term “eigenvalue” is a partial translation of the German “Eigen wert”. A complete translation would be something like “own value” or “characteristic value,” but these are rarely used. Eigenvalues play an important role in situations where the matrix is a transformation from one vector space onto itself.

When matrix transformation is from one vector space, role played by Eigen value is very important. When applications are based on image processing, eigen value approach plays a prominent role, e.g. measurement of sharpness of an image or segregation of images into images of vehicles or animals, etc. Aim is to implement the mode with some real time variation, to precise face or image and retrieve it from a large number of stored faces. The Eigen face approach uses Principal Component Analysis (PCA) algorithm for the recognition of the images. It gives us efficient way to find the lower dimensional space.

3.1.1 Sensitivity and accuracy of Eigen value:

Basically, eigen value is a matrix which is susceptible to any deviation or changes i.e. disorder in matrix element will result in significant changes in eigen values. When the operations are related to floating point arithmetic, computations will result in introduction of round-off errors and also have similar effect to the perturbations taking place in original matrix [9]. This will in turn result in the magnification of round off errors in the eigen values that are computed.

Assuming A has full set of linearly independent eigenvectors and using the eigen value decomposition we can get a rough idea of the sensitivity.

Equation of eigen value and eigen vector for a square matrix can be written as

\[(A-\lambda I) x = 0, \ x \neq 0\]

This implies that \((A-\lambda I)\) is singular and hence

\[\text{det}(A. \lambda I) = 0\]

This particular definition of eigen value, which excludes the corresponding eigen vector [10], is the characteristic polynomial of A or the characteristic equation and the degree of this polynomial is the order of matrix. Therefore if there are n-eigenvalues, matrix is of size n-by-n.
Table 1. Retrieval time in each image category

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Database</th>
<th>Match Point (sec)</th>
<th>Histogram</th>
<th>Eigen values</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Flower</td>
<td>7.701922(184x2)</td>
<td>12.703803</td>
<td>3.121432</td>
</tr>
<tr>
<td></td>
<td>Face</td>
<td>6.544435(187x2)</td>
<td>11.324701</td>
<td>3.008408</td>
</tr>
<tr>
<td></td>
<td>Vehicle</td>
<td>6.083464(188x2)</td>
<td>12.393825</td>
<td>3.005223</td>
</tr>
<tr>
<td></td>
<td>Animal</td>
<td>5.851284(185x2)</td>
<td>11.062617</td>
<td>3.678530</td>
</tr>
</tbody>
</table>

Figure 3. Results of images in each category
3.2 Color

Color is an important visual attribute for both human perception and computer vision and one of the most widely used visual features in image retrieval [1]. But an appropriate color space and color quantization must be specified along with a histogram representation of an image for retrieval purpose. Histogram describes the global distribution of pixels of an image [17][18]. Main advantage of a color histogram is its small sensitivity to variations in scale, rotation and translation of an image. We utilize different kinds of quantization schemes for the implementation of the color histograms in HSV color space. We observed that the HSV color model is better than the RGB color model for our approach using the following quantization scheme where each color component is uniformly quantized. Although the color-based methods perform surprisingly well, [14] [15] their performance is still limited to less than 50% in precision. The main reason is because the color representation is low-level, even with the use of pseudo object models.

In general, color is one of the most dominant and distinguishable low-level visual features in describing image. Many CBIR systems employ color to retrieve images, such as QBIC system and Visual SEEK.

The retrieval method of using color characteristic was originally proposed by Swain and Ballard, they put forward the color histogram [6] method of which the core idea is to use a certain color space quantization method for color quantization, and then do statistics for the proportion of each quantitative channel in the whole image color. Abscissa represents the normalized color value, ordinate represents the sum of image pixels which corresponding to each color range [8][9][10]. Image statistical histogram is a one-dimensional discrete function:

\[ h_k = n/n_k, \quad k=0,1, \ldots, L-1 \]

The letter k presents eigenvalues of color, letter l presents the number of features of value. So we get the color histogram of the image P as follows:

\[ H(p)=[h_1, \quad h_2, \quad \ldots, h_{L-1}] \]

There are many color histogram methods such as the global color histogram, cumulative histogram and sub-block histogram. However, color histogram has its own drawbacks, such as the color histograms of different images may be the same.

3.3 Match Point Based: Computer Vision System Toolbox is used for this feature:

This paper uses the functions from Computer Vision System toolbox to detect the objects using the Viola-Jones algorithm. Detection of corners in a grey scale image another function is used. Another function is used to detect the corners in a grey scale image. It returns location as a matrix of [x, y] coordinates. The object finds corner in an image using Harris corner detection, minimum Eigenvalues or local intensity comparison method. Using another function, feature vectors are extracted from intensity or binary image. These vectors are also known as descriptors and are derived from pixels surrounding an interest point by the function. These pixels match features and describe them by a single-point location specification. The function extracts feature vectors from an input intensity or binary image. These feature vectors, also known as descriptors are returned as M-by-N matrix having M feature vectors and each descriptor having length N. Corresponding to each descriptor, M number of valid points is also returned. To match the
features, match features function is used. To display corresponding feature points an overlay of pair of images in addition to a color-coded plot of corresponding points connected by a line, but the location is defined in the Surf point objects. [21]

4. COMPARATIVE ANALYSIS OF ALL THE THREE TECHNIQUES

Following table gives comparison of retrieval time of all types of databases with three different techniques, such as match Point, Histogram and Eigen Values.

<table>
<thead>
<tr>
<th>Techniques</th>
<th>Match Point (sec)</th>
<th>Histogram</th>
<th>Eigen Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Flower</td>
<td>5.357360</td>
<td>11.689926</td>
<td>2.743924</td>
</tr>
<tr>
<td>Flower</td>
<td>15.013603</td>
<td>12.321363</td>
<td>4.988143</td>
</tr>
<tr>
<td>Flower</td>
<td>6.987936</td>
<td>13.361342</td>
<td>3.311586</td>
</tr>
<tr>
<td>Flower</td>
<td>6.152623</td>
<td>12.084985</td>
<td>3.162177</td>
</tr>
<tr>
<td>Flower</td>
<td>6.943955</td>
<td>26.030384</td>
<td>5.088055</td>
</tr>
<tr>
<td>Flower</td>
<td>7.701922</td>
<td>12.703803</td>
<td>3.121432</td>
</tr>
<tr>
<td>Face</td>
<td>7.113300</td>
<td>11.335935</td>
<td>2.323375</td>
</tr>
<tr>
<td>Face</td>
<td>6.544435</td>
<td>11.324701</td>
<td>3.008408</td>
</tr>
<tr>
<td>Face</td>
<td>5.480784</td>
<td>17.273392</td>
<td>3.655566</td>
</tr>
<tr>
<td>Face</td>
<td>6.458972</td>
<td>12.654557</td>
<td>2.164110</td>
</tr>
<tr>
<td>Face</td>
<td>6.9511341</td>
<td>11.463735</td>
<td>4.656659</td>
</tr>
<tr>
<td>Face</td>
<td>7.245466</td>
<td>11.218740</td>
<td>4.571890</td>
</tr>
<tr>
<td>Face</td>
<td>6.291519</td>
<td>13.056973</td>
<td>1.921717</td>
</tr>
<tr>
<td>Face</td>
<td>5.202477</td>
<td>12.512681</td>
<td>2.388228</td>
</tr>
<tr>
<td>Face</td>
<td>6.159422</td>
<td>12.477312</td>
<td>8.896553</td>
</tr>
<tr>
<td>Vehicle</td>
<td>5.205715</td>
<td>11.218377</td>
<td>2.711311</td>
</tr>
<tr>
<td>Vehicle</td>
<td>6.210938</td>
<td>11.659295</td>
<td>3.566008</td>
</tr>
<tr>
<td>Vehicle</td>
<td>8.832045</td>
<td>11.472673</td>
<td>3.346753</td>
</tr>
<tr>
<td>Vehicle</td>
<td>7.789522</td>
<td>13.174998</td>
<td>2.197203</td>
</tr>
<tr>
<td>Vehicle</td>
<td>9.015264</td>
<td>12.895586</td>
<td>5.521553</td>
</tr>
<tr>
<td>Vehicle</td>
<td>6.083464</td>
<td>12.393823</td>
<td>3.005223</td>
</tr>
<tr>
<td>Vehicle</td>
<td>9.241839</td>
<td>16.063548</td>
<td>3.049684</td>
</tr>
<tr>
<td>Vehicle</td>
<td>5.151585</td>
<td>11.023518</td>
<td>2.063609</td>
</tr>
<tr>
<td>Vehicle</td>
<td>5.835444</td>
<td>17.895952</td>
<td>2.903603</td>
</tr>
<tr>
<td>Vehicle</td>
<td>5.636336</td>
<td>10.383492</td>
<td>2.820357</td>
</tr>
<tr>
<td>Animal</td>
<td>5.831284</td>
<td>11.062617</td>
<td>3.678330</td>
</tr>
<tr>
<td>Animal</td>
<td>4.050715</td>
<td>11.664695</td>
<td>4.105603</td>
</tr>
<tr>
<td>Animal</td>
<td>6.812623</td>
<td>11.303336</td>
<td>2.770873</td>
</tr>
<tr>
<td>Animal</td>
<td>6.196215</td>
<td>10.947039</td>
<td>6.019186</td>
</tr>
<tr>
<td>Animal</td>
<td>5.685910</td>
<td>10.848084</td>
<td>2.305686</td>
</tr>
<tr>
<td>Animal</td>
<td>5.887391</td>
<td>11.004165</td>
<td>3.048979</td>
</tr>
<tr>
<td>Animal</td>
<td>7.0849334</td>
<td>12.512583</td>
<td>5.792557</td>
</tr>
<tr>
<td>Average</td>
<td>276.5792/37 =</td>
<td>470.9113/37=</td>
<td>141.6727/37=</td>
</tr>
<tr>
<td>Retrieval rate</td>
<td>7.4751 sec</td>
<td>12.7273 sec</td>
<td>2.3876 sec</td>
</tr>
</tbody>
</table>

Table 2. Average recognition rate for the overall Face database, Animal database, vehicle database and Flower database.
5. CONCLUSION

This paper proposes three techniques for image retrieval from the various type of database such as human face, vehicle, animal and flower. Three techniques used here are based on match point, color histogram and eigen values. Out of these three techniques, retrieval using eigen value, found to be the best, 2.3876 seconds because only diagonal values of the images are used for comparison because of which retrieval time reduces substantially. Color Image Histogram requires maximum time, 12.7273 seconds because each pixel contributes for the construction of histogram. Lastly required retrieval time of Match Points is in between Eigen values and Histogram Techniques, 7.4751 seconds because only selected match Points contribute for the query image retrieval.

Future scope: Limitations of techniques used in this paper are number of pixels contributing the query image retrieval. In histogram technique, every pixel contributes for the plot of Histogram and hence it takes maximum time. Whereas in case of Match Points, selected pixels are used for the image retrieval and in Eigen Values only diagonal elements are used. Therefore retrieval time is least for eigen value technique, maximum for Histogram and for Match Point, retrieval time is in between Eigen Value and Histogram. In order to improve the retrieval time, Wavelets and Multi Resolution Analysis (MRA) can be used. This will result in improvement in directional information and retrieval efficiency. Also can be used identify unknown objects.
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