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ABSTRACT 
 
The coronavirus disease 2019 (Covid-19) is now a global health crisis. According to the World Health 

Organization Situation Report, the number of Covid-19 confirmed cases reached 10,185,374 globally as 

of June 30, 2020.With global temperatures rising, many people expect the warmer weather to eradicate 

the virus, much like with the severe acute respiratory syndrome (SARS) in 2003. But will this expectation 

come true? Will Covid-19 cases surge in the Fall?  In this project, we evaluate the relationship between 

the number of Covid-19 confirmed cases and the temperature during the early part of the epidemic, from 

March 2020 to June 2020. The analysis is based on monthly data regarding Covid-19 cases and 

temperature from188 countries/regions. The correlation coefficient suggests that there is virtually no 

relationship. To evaluate this further, we use K-Means clustering and Random Forest Regression (RFR). 
K-means clusteringis used to divide the countries into 10 groups of confirmed cases. However, the groups 

differ substantially in monthly temperature. The RFR also found no correlation between temperature and 

Covid-19. We conclude that the Covid-19 has no relationship with temperature. 
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1. INTRODUCTION 
 

The coronavirus disease 2019 (Covid -19) first appeared in Wuhan, China. As of March 3, 2020, 

88.37% of the 90,870 worldwide reported cases were in China [1],[2],[3]. The WHO (World 
Health Organization) declared Covid-19  a global pandemic. By July 27, 2020, there were more 

than 16 million confirmed cases in 188 countries. Almost 650,000 people lost their lives in that 

timeframe [4].  

 
A lot of people hope Covid-19 would be a seasonal infection. Some research supported this 

hope. In Ghirelli et. al, researchers found a significant relationship between lower temperatures 

and a higher effective virus reproduction number [13].  Current research also indicates that 
temperature, humidity, hours of sunlight, and wind speed have a direct and significant 

relationship with the mortality and infection rate of Covid-19 [14,15]. Experimental results from 

Zohair Malki et al. also show that weather variables are more relevant in predicting the mortality 
and infection rate of Covid-19 compared to demographic variables such as population, age, and 

urbanization [17]. Two experts in Singapore said hot weather may end the novel coronavirus [5].  

 

However, additional research proved Covid-19 is not affected by weather. J. Xie et. al showed 
no evidence to support the theory that Covid-19 case counts decline with warmer weather [6]. 

https://airccse.com/ijbes/vol11.html
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Researchers in China said there’s no association between Covid-19 transmission and the 
temperature in Chinese cities [7]. Researchers from India found the variation of temperature 

alone cannot explain the increased transmission of Covid-19 [8].  Yihan Wu et. al discovered that 

temperature did change people’s behavior in favor of socializing more, but that did not increase 

the spread of Covid-19 [13].  Stephen Afrifa et. al. investigated climatic factors, including 
precipitation, temperature, relative humidity, all-sky insolation incidence on a horizontal surface, 

downward thermal infrared radiative flux, isolation clearness index, and wind speed at 50 

meters. Their data focused on the ten countries with the highest Covid-19 cases (Spain, Italy, 
Turkey, Iran, the United Kingdom, the United States, Germany, France, China, and Switzerland) 

[19].  The researchers found that relative humidity and solar radiation have the largest influence 

on recorded cases of Covid-19, not temperature.   
 

In this article, we focus on the relationship between the number of confirmed cases and the 

temperature in each country. First, we use the correlation coefficient to see if there is any 

relationship between Covid-19 and temperature. Second, we used the K-Means clustering 
method to divide 188 countries/regions into ten groups to determine if there is any relationship 

inside or between groups. Finally, we used Random Forest Regression (RFR), a machine 

learning technique, to find correlation or lack thereof, between temperature and Covid-19 cases. 
In numerous studies [16, 19, 20] RFR showed high model performance for finding the 

correlation between weather and increased Covid-19 cases.   

 

2. DATA DESCRIPTION 
 
We collect Covid-19 data from JHU CSSE1. It contains the number of cumulative confirmed 

cases each day in 188 countries/regions from January 22, 2020 to end of the June. Because 

Covid-19 was not universally present until March, we decided to use data after March 2020.  
 

 
 

Figure 1: World maps of COVID-19 cases. A. March cases B. April cases. C. May cases. D. June cases. 

 

Figure 1 shows confirmed COIVD-19 cases worldwide.  The United States experienced the 

highest number of cases for the study period (March-June).  Russia and Brazil did experience a 

significant increase in COVID-19 cases in May and June, however. 
 

 

 

                                                             
1
https://github.com/CSSEGISandData/COVID-19 
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3. RESULTS 
 

3.1. Correlation Coefficient r 
 

The correlation coefficient of confirmed cases with average temperature is calculated monthly. 
The absolute value of each correlation is less than 0.3, which means there is almost no 

relationship between Covid-19 cases and temperature. From Figure 2, we noticed that there are 

some outliers, where the number of cases is more than 3 standard deviations from the mean. 
Many other factors, other than temperature effect confirmed cases. We also present the 

correlations without outliers. While the correlations are larger, they are still quite small. 

 
Table 1. Correlation Coefficient r of Covid-19 and Month’s Average Temperature 

 

 
 

 

 
 

Month March April May June

Pearson r -0.1968 -0.1551 -0.0744 0.0003

r After Deleting Outliers -0.2466 -0.2747 -0.0079 -0.0605



International Journal of Biomedical Engineering and Science (IJBES), Vol. 11, No. 1, January 2024 

4 

 
 

Figure 2. x-axis: Mean Temperature, y-axis: number of confirmed cases. Scatter Plots and Trend Lines 

between Temperature and Number of Confirmed Cases Each Month 

 

3.2. K-Means Clustering 
 

In this part we aim to cluster the countries based on the number of confirmed cases in the given 
months. If there is a meaningful similarity of temperature in each cluster, then we might 

conclude that there is a relationship between confirmed cases and temperature.  

 
For this purpose, we used the K-means clustering algorithm. K-means is a well-established 

clustering method that clusters data points based on their similarity. The algorithm requires 

choosing the number of clusters. The elbow method is used in this analysis to find the efficient 

number of clusters. The elbow method uses the distortion within clusters to find the adequate 
number of clusters for the given data. Acceding to the elbow chart in Figure 3, 8 is an adequate 

number of clusters for our data.  
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Figure 3. Selecting k with the Elbow Method 

 

The 188 countries/regions are divided into 8 groups based on the number of confirmed cases. 

 
Figure 4 shows the monthly temperature of the countries in each cluster. Figure 4 suggests that 

there is no similarity in the temperature within each cluster.  

 

 
 

Figure 4. 8 clusters using k-mean clustering method 

 

To illustrate the relation between the temperature and the clusters better, we use Principal 
Component Analysis (PCA) to project the 4 months of temperature into two dimensions. A 

scatter plot presents the relationship of the projected spaces regarding their clusters. Figure 5 

shows the scatter plot. 
 

Elbow 
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Figure 5. Scatter plot of project the 4 months temperature to 2 dimensions 

 

According to Figure 4, there is no sensible relation between the projected temperatures (V1 and 

V2) and their corresponding clusters.   
 

3.3. Random Forest Regression 
 
An ensemble regressor, random forest regression, was used to predict Covid-19 cases by 

temperature.  Table 2 and Figure 6 display boxplot scores for four regressors (linear regression, 

K-nearest neighbors, random forest regression, and support vector regression).  Each regressor 
was trained on the Covid-19 dataset with repeated k-folds cross validation (10 data splits and15 

folds).  Random forest regression achieved the highest 𝑅2 at 0.500618 (Table 2), therefore 

further research was conducted using the algorithm. 
 

Table 2:  Regression algorithms metrics. 

 

Algorithm 𝑹𝟐 

Linear Regression 0.183506 

K-Nearest Neighbors 0.381450 

Random Forest Regression 0.500618 

Support Vector Regression 0.209338 
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Figure 6: Boxplots of Linear Regression, K Nearest Neighbors (KNN), Random Forest Regressor (RF), 

and Support Vector Regressor (SVR). 
 

An optimal number of cross validation folds is necessary to build a regression model that 
exhibits both low bias and low variance. MSE and SEM scores were compared for random forest 

regressors trained on repeated k-folds cross validation (varying the number of folds between 1 

and 15).  As seen in Figure 7, the boxplots for models March, April, May, and June show 
similar MSE and standard error scores after k-fold=6. The computational cost of running more 

cross validation folds for marginal model improvement is the rationale for picking k-fold of 7. 

Choosing a k-fold of 7 is a good compromise for a low bias and low variance model in the end. 

 
With a k-folds of 7 the results are a MSE of 325.768849 and a standard error of 15.944177 for 

the March model; a MSE 326.773053 and a standard error of 10.994951 for the April model; a 

MSE 258.142170 and a standard error of 8.027189 for the May model; and a MSE 180.220601 
and a standard error of 6.983111 for the June model.   

 
 

Figure 7: Boxplots of repeated k-fold cross validation (fold 1-15) Random Forest Regressor (RF). 
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Bayes optimization was used for hyperparameter tuning the random forest regression.  This 
search technique optimizes model hyperparameters by using Bayes theorem to explore a search 

space.  Compared to exhaustive search techniques like grid search, and random search 

techniques like randomize search, Bayes optimization only continues to explore a portion of the 

hyperparameter grid space when accuracy improves.  The results of the random forest regression 
models are shown in T Figure 8.  The March model had an MSE of 392.601, a RMSE of 

19.814, a RRMSE of 30.964%, and a 𝑅2 of -0.31.  The April model had an MSE of 255.907, a 

RMSE of 15.997, a RRMSE of 23.711%, and a 𝑅2 of -0.229.  The May model had an MSE of 

161.714, a RMSE of 12.717, a RRMSE of 18.01%, and a 𝑅2 of -0.154.  The June model had an 

MSE of 123.992, a RMSE of 11.135, a RRMSE of 15.307%, and a 𝑅2 of -0.144. 

 

Metrics March April May June 

MSE 392.601 255.907 161.714 123.992 

RMSE 19.814 15.997 12.717 11.135 

RRMSE 30.964% 23.711% 18.01% 15.307% 

𝑅2 -0.31 -0.229 -0.154 -0.144 
 

 

 
 

Figure 8: Scatterplots of measured COVID-19 cases versus estimated COVID-19 cases (training and 

testing). A.) March B.) April C.) May D.) June 

 
The residual values for each country are displayed in Figure 9. The March residuals indicate that 

the model fits many countries in the southern hemisphere.  The model does not fit well for 

northern hemisphere countries, however.  The April residuals map shows a similar pattern with 
better fit in the southern hemisphere countries.  One difference between the March and April 

model is that the April model did start to perform worse in South America. The May residuals 

map show a decrease in model perform for countries in the southern hemisphere, and a poor 
model performance in the northern hemisphere.  The June residuals map shows an increase in 

model performance in the northern hemisphere.  North America (The United States, Canada, and 

Mexico) specifically had very low residual values, indicating the model fit well. 
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Figure 9: World maps of COVID-19 model error:March to June 2020 

 

4. RESULT 
 

Until July 28, 2020, Covid-19 was spreading worldwide, in all kinds of weather conditions. Our 

study above shows the number of confirmed cases has no relationship with the temperature.  
Random forest regressor has different fitting approaches for different months which confirms 

this claim.  Further investigation should include a broader range of climatic data, such as 

humidity, wind speed, and hours of daily sunlight, to build a more accurate model for 
policymakers.  It is also important to note that climatic data alone might not be sufficient to 

explain a rise in Covid-19 cases, as comfortable weather increases socializing outside, increasing 

the chances of spreading the virus[10]. 
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