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Abstract

This paper presents a new image processing technique for brain tissue segmentation, precisely, in order to recognize brain diseases. Automatic level set (ALS) is a powerful method for segmenting brain tissues in MR images that uses spatial Fuzzy C-Means (SFCM) to set initial contour near the object’s boundaries in order to increasing the speed of algorithm. The method efficiency depends on selecting the optimized amounts of controlling parameter. In this paper, the ALS is improved by optimal regulating of controlling parameters. The proposed method contains two phases. In the first phase, the initial contour of ALS determined via the SFCM and image features are extracted. Then, the optimal controlling parameters of ALS are determined by a genetic algorithm. By applying image features and optimal controlling parameters to the generalized regression neural network (GRNN), a neural system is trained. In the second phase, the initial contour is specified and image features are extracted as inputs to trained neural network from phase 1. Thus, the output of neural network are used as ALS controlled parameters. The results show that the accuracy of proposed ALS is improved about 1.4 % with respect to the ALS method. The proposed ALS not only retains the speed but also has a higher accuracy.
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1. INTRODUCTION

Brain is the body control center and one of the most important organs in the body, so the health of this organ is essential. There are a lot of diseases which threaten the brain health and cause a lot of irreparable damages such as multiple sclerosis (MS). However, the recognition of the brain diseases is a vital for remedy and medical treatment. Progress in technology has caused various imaging modalities (like CT, XRAY, MRI, US, PET, and SPET) in order to image from different organs in the body. Mentioned imaging techniques play important roles in recognizing the illness. Magnetic resonance image (MRI) is used to study brain tissues because there is a higher resolution between different tissues and it also has a higher safety in contrast with other modalities.

Extracting the gray matter (GM), white matter (WM), and cerebrospinal fluid (CSF) regions is the most important and challenging phase in analyzing the brain MRI. After extracting the considered tissues, their structural features (like size, appearance, and shape) are analyzed and finally different diseases can be recognized.
There are a lot of methods available for MRI brain image segmentations[1]–[3]. The presented methods are divided into three classes; including manual, semi-automatic, and automatic[4]. Due to the complexity of brain tissues, noise, and poor contrast of brain MRI, the manual segmentation of brain tissues is time consuming with a high error rate. Therefore, most of the presented methods are implemented in an interactional experiment and semi-automatic[5]. In semi-automatic algorithms, the initial segmentation and controlling parameters are characterized by the radiologist. Semi-automatic methods depend on the observation and the interacting of the experts during implementation. Thus, automatic methods are useful for brain tissue segmentation.

Since in medical images the transitional regions between different tissues are not crisp[6], in [7]–[9], fuzzy inference systems (FIS) are used for image segmentation. FCM clustering is an unsupervised technique, first proposed by Bezdek[10]. In traditional FCM, pixel intensity is used for image segmentation, but in SFCM, with respect to adjacent pixel correlation, the neighborhood pixel intensity is also used. This strategy enhances the noise effects[11]–[13].

The active models or deformable models are popular methods in many applications. Deformable models are divided into two groups: parametric and nonparametric. Level set is the subset of deformable models and unlike the snake, it is a nonparametric model of that. Level set were first introduced by Osher and Sethian[14]. It is an effective and efficient method for medical image segmentation [15], [16]. Level set has some advantages and disadvantages; such that topology is changeable but the computations are high and the speed is low. One of the biggest challenges in implementing of the level set methods is to keep the level set function close to the signed distance function. To overcome this challenge the level set function need to re-initialized to the signed distance function periodically. This procedure lead to an stable level set function, but it increases the computational complexity which causes the speed reduced. In [17], a variational level set formulation is used, where its speed has increased due to elimination of costly re-initialization procedure. However this variational formulation has some controlling parameters that obtained by try and error. Also the initial segmentation determines by the user and therefor this method is a semi-automatic. In order to solve this problem, the integrated techniques presented [4], [15]. In the proposed method in [15], the initial segmentation done by fuzzy clustering whose results enhanced by morphological operations and then the variational level set implemented for the final segmentation. An automatic segmentation method also proposed in [4] which the initial segmentation and also the regulation of controlling parameters done by SFCM and the variational level set used for final segmentation. Nevertheless, the exact and optimally determination of the amount of controlling parameters affects the algorithm efficiency. In this paper, an automatic method is proposed that initial segmentation done by SFCM and variational level set implemented for final segmentation whose controlling parameters are regulated precisely and optimally. The proposed method for optimally adjusting controlling parameters has two phases. In the first phase, the image features are extracted and the optimal amount of the level set controlling parameters are obtained by genetic algorithm. Then, a learning process will run by using generalized regression neural network. In the second phase, the performance of the automatic level set has been evaluated whose controlling parameters have been regulated by the neural network resulted from the first phase. The obtained results show that besides retaining the speed, the accuracy of the proposed automatic level set method has also improved.

The remaining sections of this paper are organized as follow. The proposed method is explained in Section 2. Experimental results are reported in Section 3 and finally the conclusion is expressed in Section 4.
2. PROPOSED METHOD

The block diagram of the proposed algorithm is shown in Figure 1. The method is implemented in two phases. In the first phase, by applying extracted features as input and optimal ALS controlling parameters (yielded by genetic algorithm) as the target the GRNN is trained. The aim of the second phase is to evaluate the performance of the automatic level set whose controlling parameters are adjusted optimally. Therefore, by extracting features and applying them to the trained neural network, the values of ALS controlling parameters are determined. Finally, the level set method, according to the optimal parameters, is implemented and its performance is evaluated. The results show that the accuracy of the automatic level set has improved with respect to other existing methods.

The spatial FCM clustering process is explained in part A, the automatic level set is expressed in part B. In part C, the extracted features are introduced and finally in part D and E the genetic algorithm and the generalized regression neural network are explained, respectively.

Figure 1. Proposed method.

A. Spatial FCM Clustering

The main idea of FCM clustering is to distribute data within the clusters in a way that the data within the same clusters are sufficiently similar and the data in different clusters are sufficiently different. In the standard FCM clustering, the center of each subclass \( v_i \) and membership function \( u_{ij} \) are computed from the (1) and (2) subject to condition (3) in order to optimize (4)[11].

\[
V_i = \frac{\sum_{j=1}^{n} u_{ij} x_j}{\sum_{j=1}^{n} R_{ij}^{n}} \quad (1)
\]

\[
u_{ij} = \frac{1}{\sum_{k=1}^{c} \left( \frac{x_j - v_{ij}}{r_{ij}} \right)^{2n-2}} \quad (2)
\]

\[
\sum_{j=1}^{n} u_{ij} = 1, \quad \forall \ j = 1, \ldots, n \quad (3)
\]
\[ J = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m d_j^2 = \sum_{i=1}^{c} \sum_{j=1}^{n} u_{ij}^m \| x_j - v_i \|^2 \quad (4) \]

where \( x_j \) is the specific image pixel, \( u_{ij} \) represents the membership of the \( j^{th} \) pixel to the \( i^{th} \) cluster, \( v_i \) is the centroid of \( i^{th} \) cluster, \( \| \cdot \| \) denote a norm metric, and \( m \) is a parameter that controls the fuzziness of the obtained segmentation results. In this paper, SFCM is used in order to perform the initial segmentation and to set the initial contour of the automatic level set. In SFCM, unlike FCM, the spatial information is used for membership function computation as

\[ h_{ij} = \sum_{k \in NB(x_j)} u_{ik} \quad (5) \]

where \( NB(x_j) \) is a square window 5×5 in the spatial domain with \( x_j \) as center. \( h_{ij} \) also shows the membership of the \( j^{th} \) data in the \( i^{th} \) cluster \( v_i \). If a large number of neighbors of a pixel belongs to one cluster, the spatial function of that pixel will be larger. Finally, the spatial function is used to compute the membership function as[13]

\[ u_{ij} = \frac{u_{ij}^p h_{ij}^q}{\sum_{k} u_{ij}^p h_{kj}^q} \quad (6) \]

where \( p \) and \( q \) are the parameters that control the importance of \( u \) and \( h \), respectively.

**B. LevelSet**

The automatic level set method, whose controlling parameter values are optimized, is used for final brain MRI segmentation. Level set starts with a closed boundary (initial contour) and deform step by step with operations such as shrinking and expanding, according to the image restrictions. The level set is defined by Lipschitz function \( \phi(x,y) : \Omega \rightarrow \mathbb{R} \) on an image, where \( \phi(x,y) \) is called the level set function and is defined by the \( \Gamma \) boundary as

\[ \begin{cases} 
\phi(t, x, y) < 0 & (x, y) \text{ is inside } \Gamma(t) \\
\phi(t, x, y) = 0 & (x, y) \text{ is at } \Gamma(t) \\
\phi(t, x, y) > 0 & (x, y) \text{ is outside } \Gamma(t) 
\end{cases} \quad (7) \]

On the other hand, \( \Gamma(t) \) is characterized by a particular level which is usually the zero level of the function \( \phi(t, x, y) \) at time \( t \). In general, \( \Gamma(t) \) evolves according to the following nonlinear partial differential (PDE) equation

\[ \frac{\partial \phi}{\partial t} + F \nabla \phi = 0 \quad . \quad (8) \]

In the standard level set, the initial contour \( \phi_0 \) is determined by the user. In addition, that method has some disadvantages. For example, since the standard level set function converts the two-
dimensional segmentation to three-dimensional, the computational complexity is increased. Also, because of the periodically re-initialization of the level set function, during evolution, the speed of this method is low. Here, a variational level set formulation is used in which by eliminating re-initialization procedure the speed of the algorithm is increased. Evolution equation of the level set is [17]

\[
\frac{\partial \phi}{\partial t} = \mu \zeta (\phi) + \xi (g, \phi) \quad (9)
\]

where the first term \( \zeta (\phi) \) is called the penalty term which keeps the level set function close to the signed distance function and prevents its deviation

\[
\zeta (\phi) = \Delta \phi - \text{div} \left( \frac{\nabla \phi}{|\nabla \phi|} \right). \quad (10)
\]

The second term \( \xi (g, \phi) \), like standard level set method, attract \( \phi \) towards the variational boundary

\[
\xi (g, \phi) = \lambda \delta (\phi) \text{div} \left( g \frac{\nabla \phi}{|\nabla \phi|} \right) + \nu g \delta (\phi) \quad (11)
\]

where \( g \) is the edge detection function that stops the level set evolution near the optimal solution. It is defined as

\[
g = \frac{1}{1 + |G \ast I|^2}. \quad (12)
\]

In the proposed method, user interaction for determination of the initial contour of the level set is eliminated and it is determined by SFCM method which has been explained in the previous part. Therefore, \( \phi_0 \) is initialized by

\[
\phi_0 (x, y) = -4 \epsilon (0.5 - B_0) \cdot B_i = R_i \geq b_0 \cdot b \cdot (0.1) \quad (13)
\]

where \( R_k \) is the image, resulted from SFCM method, and \( \epsilon \) is a constant regulating the Dirac function that is defined as

\[
\delta_\varepsilon (x) = \begin{cases} 
0, & |x| > \varepsilon \\
\frac{1}{2 \varepsilon} \left[ 1 + \cos \left( \frac{\pi x}{\varepsilon} \right) \right], & |x| \leq \varepsilon
\end{cases} \quad (14)
\]

Therefore, the level set function starts from an arbitrary binary region

\[
\phi_0 (x, y) = \begin{cases} 
C, & \phi_0 (x, y) < 0 \\
-C, & \text{otherwise}
\end{cases} \quad (15)
\]

Finally, the evolution of the level set is

\[
\phi_{\text{ev}} (x, y) = \phi^i (x, y) + \tau \left[ \mu \zeta \left( \phi^i \right) + \xi \left( g, \phi^i \right) \right] \quad (16)
\]
There are some controlling parameters in (16) that are shown in Table I.

**TABLE I. AUTOMATIC LEVEL SET CONTROLLING PARAMETERS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma$</td>
<td>Controlling the spread of gaussian smoothing function</td>
</tr>
<tr>
<td>$C$</td>
<td>Controlling the gradient strength of initial level set function</td>
</tr>
<tr>
<td>$\varepsilon$</td>
<td>Regulating for dirac function</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Weighting coefficient of the penalty term</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Coefficient of the contour length for smoothness regulation</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Artificial balloon force</td>
</tr>
<tr>
<td>$\tau$</td>
<td>Time step of level set evolution</td>
</tr>
<tr>
<td>$b_0$</td>
<td>Threshold for convert fuzzy to crisp</td>
</tr>
</tbody>
</table>

The final segmentation results strongly depend on these parameter values. The method for optimally adjusting these controlling parameters is shown in Figure I. The exact and optimal values of the level set controlling parameters are obtained by the generalized regression neural network. This network has been trained in the first phase by applying the extracted features of the images as the input and the optimal values of controlling parameters as the output, which is obtained by the genetic algorithm.

**C. Feature Extraction**

In the proposed method extracted features are as the input of neural network. These are divided in 3 categories:

- Pixel value measurements features.
- Shape measurements feature.
- Zernike features.
The used pixel and shape features are mentioned in Table II.

<table>
<thead>
<tr>
<th>Shape measurement features</th>
<th>Pixel value measurement features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Area</td>
<td>Max intensity</td>
</tr>
<tr>
<td>Centroid</td>
<td>Min intensity</td>
</tr>
<tr>
<td>Bounding box</td>
<td>Mean intensity</td>
</tr>
<tr>
<td>Major axis length</td>
<td>-</td>
</tr>
<tr>
<td>Minor axis length</td>
<td>-</td>
</tr>
<tr>
<td>Eccentricity</td>
<td>-</td>
</tr>
<tr>
<td>Orientation</td>
<td>-</td>
</tr>
<tr>
<td>Convex area</td>
<td>-</td>
</tr>
<tr>
<td>Filled area</td>
<td>-</td>
</tr>
<tr>
<td>Euler number</td>
<td>-</td>
</tr>
<tr>
<td>Equive diameter</td>
<td>-</td>
</tr>
<tr>
<td>Solidity</td>
<td>-</td>
</tr>
<tr>
<td>Extent</td>
<td>-</td>
</tr>
<tr>
<td>Perimeter</td>
<td></td>
</tr>
</tbody>
</table>

For Zernike feature extraction, the radial polynomials, Zernike basis function and finally Zernike moments are computed[18]. For image with $N \times N$ size, the discrete form of the Zernike moments is expressed as

$$Z_{n,m} = \frac{n + 1}{2^n} \sum_{c,m=0}^{n+1} \sum_{r,m=0}^{r,n} (x, y) Y_{r,m} (x, y)$$

(17)

where $n$ is the order of the radial polynomial and $m$ is the repetition of the azimuthal angle to satisfy the following constraints

$$\begin{cases} n \geq 0 \\ |m| \leq n \\ n - |m| = 2k \end{cases}$$

(18)

In this work the following Zernike moments are used

$$\{ Z_{n,m} \mid n = m , \quad 1 \leq n \leq 20 \}.$$  

(19)

More details on computing Zernike moments can be found in[18], [19].

**D. Genetic Algorithm**

The genetic algorithm (GA) belongs to a class of population-based stochastic algorithms that are inspired from principles of natural evolution known as evolutionary algorithms. GA is based on the principles of “survival of fittest”, as in the natural phenomena of genetic inheritance and Darwinian strife for survival. It was first introduced by John Holland in[20]. In the proposed method, GA has been used in the first phase to find the optimal values of the ALS controlling parameters. GA works with a population of chromosomes (individuals or solutions). Each chromosome has 8 gens, containing real numbers, which show different controlling parameters.
First, the initial population (called the first generation) of 30 chromosomes are randomly produced. In each generation, two different parents are selected, by roulette wheel selection method, from the current population to swap information between them to generate two new offspring by crossover operation as

\[ c_1 = b \times p_1 + (1 - b) \times p_2 \]
\[ c_2 = (1-b) \times p_1 + b \times p_2 \]  

(20)

where p1 and p2 vectors are two parent’s chromosome and b is a random number between 0 and 1.

The idea behind the roulette wheel selection method is that the individuals with higher fitness have more probability of selection. So a fitness function is defined to compute the fitness value. Fitness function computes the ALS segmentation accuracy for each chromosome.

Then, the mutation is applied. In order to perform the mutation operator the new child is produced quite randomly from the search space. Rudolph in [21] proved that in a genetic algorithm, in each production of the new generation if the best chromosome (expert person) of the previous generation transfers to the new generation the algorithm will be converged. Therefore, in GA some chromosomes are transferred to the next generation, which its rate is 0.5. The crossover rate is 0.85 and the mutation rate is 0.1.

E. Generalized regression neural network

Nowadays computational intelligence such as neural network, inspired from the human’s brain, has an important rule to solve the problems in different fields. Radial basis function (RBF) neural network is the special kind of neural networks which creates mapping from the input space to the output space. The generalized regression neural network (GRNN) is an enhance of the RBF neural network which differs from it at the third layer as shown in Figure 2. GRNN is a third layer neural network, based on nonlinear regression theory that is able to estimate the nonlinear functions. GRNN is less sensitive with respect to the unstable inputs and it can be trained more quickly. GRNN has an input layer, a radial basis, and a special linear layer, in which the number of neurons of the radial basis layer is equal to the input size.

![GRNN structure](image)

Figure 2. GRNN structure.

In GRNN the radial basis function related to the \(i^{th}\) neuron in the radial basis layer is computed by

\[ G_i = \exp \left( \frac{\| X - X_i \|^2}{\sigma^2} \right) \]  

(21)
where \( \| \cdot \| \) is the Euclidean norm metric, \( \sigma \) is the spread rate of the radial basis function (is chosen 0.5), \( x_i \) is the \( i \)-th learning pattern vector, and \( \gamma \) is the constant coefficient equals to 0.5.

![Segmentation results: a) main brain MRI, b) CSF tissue, Lee algorithm, c) CSF tissue, proposed method, d) GM tissue, Lee algorithm, e) GM tissue, proposed method, f) WM tissue, Lee algorithm, g) WM tissue, proposed method.](image)

3. EXPERIMENTAL RESULTS

The Brain Web MRI database is used to evaluate the performance of the proposed algorithm. The method has been implemented by MATLAB software. Database contains 270 MRI which are randomly divided in a way that 70% of images are used in the first phase in order to establish the neural network and 30% of images are used in the second phase in order to evaluate the proposed method. The method is compared with Lee et al. method[4]. Three criterions including accuracy, specificity, and sensitivity are used for evaluation purposes as [22]

\[
\text{Accuracy} = \frac{TP + TN}{TP + TN + FP + FN} \quad (1.1)
\]

\[
\text{Specificity} = \frac{TN}{TN + FP} \quad (1.2)
\]

\[
\text{Sensitivity} = \frac{TP}{TP + FN} \quad (1.3)
\]

The obtained results are shown in Table III. As it is clear from this table, the proposed algorithm has a better efficiency compared to the automatic level set Lee et al.
### TABLE III. EVALUATION OF METHODS

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Our method</td>
<td>97.03</td>
<td>98.24</td>
<td>87.94</td>
</tr>
<tr>
<td>Lee method</td>
<td>95.66</td>
<td>97.47</td>
<td>82.20</td>
</tr>
</tbody>
</table>

### 4. CONCLUSION

Automatic level set method is a powerful and quick method for brain tissue segmentation. Since the segmentation accuracy in this method strongly depends on the ALS controlling parameters, a new algorithm is presented to choose the best values. The proposed method contained two phases. In the first phase, the genetic optimization algorithm was used to find the optimal values of controlling parameters and GRNN was used to learn them. In the second phase, image features were extracted and applied to the neural network yielded from the first phase. Level set was implemented by the extracted values of controlling parameters from neural network. Experimental results showed that automatic level set, whose controlling parameters have been accurately adjusted had better performance. Therefore, the proposed level set not only retained the speed but also extracted the brain tissues more accurately.

In the future work, our goal is to use other optimization and classification algorithms in order to find optimal values of controlling parameters to yield a higher accuracy for brain tissue segmentation.
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